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ABSTRACT 
Representing the behaviour of multimodal interactive systems in a 
complete, concise and non-ambiguous way is still a challenge for 
formal description techniques (FDT). Depending on the FDT, 
multimodal interactive systems feature specific characteristics that 
are either cumbersome or impossible to capture with classical FDT. 
This is due to the multiple (potentially synergistic) use of modalities 
and the strong temporal constraints usually encountered in this kind 
of systems that have to be dealt with exhaustively if FDT are used. 
This paper focuses on the requirements for the modelling and 
construction of fusion engines for multimodal interfaces. It proposes 
a formal description technique dedicated to the engineering of 
interactive multimodal systems able to address the challenges of 
fusion engines. Such benefits are presented on a set of examples 
illustrating both the constructs and the process. 

Categories and Subject Descriptors 

D.2.2 [Software] Design Tools and Techniques - Computer-aided 
software engineering (CASE), H.5 [Information Systems] 
Information Interfaces and Presentation (e.g., HCI) 

General Terms: Human factors, Reliability. 

Keywords: Model-based approaches, formal description 
techniques, fusion engines, multimodal interfaces, interactive 
software engineering, safety-critical interactive systems  

1. INTRODUCTION 
The academic world has been providing prototypes, toolkits and toy 
systems offering multimodal interaction techniques since the early 
work from Bolt in the early 80's [8]. However, the actual 
engineering of multimodal interactive systems remains a 
cumbersome task, as it adds complexity to the design, specification, 
validation and implementation of interactive systems which is 
already a difficult task not addressed by current software 
engineering practice.  
As model-based approaches already bring many advantages for the 
non-interactive part of a software system, it intuitively seems natural 
that extending these approaches can provide support for a more 
systematic development of multimodal interactive systems.  
While designing user interfaces for the command and control of 

safety critical systems the designers face a difficult dilemma: either 
to stay with poor interaction techniques (but the system will be 
easier to design, implement, validate and certify) or to explore new 
interaction techniques in order to increase the bandwidth between 
users and system. In the latter, the development process will be 
more difficult (resources consumption will increase throughout the 
design, specification, validation and certification stages) but the use 
phase of the system is expected to improve effectiveness, efficiency 
and satisfaction of the users.  
An important number of studies have been investigating the impact 
of using multimodal interaction techniques in safety critical systems 
domains: 

• Military and civil aviation systems such as mission planning [27], 
[13], or interactive cockpits for civil [1] or military aircrafts [9], 
air traffic management with incident management [33],  

• Crisis management system [21] for dispatching emergency 
vehicles, 

• Interactive simulation training environments [10] in military 
systems such as SIMNET or Leathernet, 

• Healthcare Medical informatics as in [10].  
These previous studies (and additional ones such as [30], [10]) have 
been proposing and testing the use of multimodal interaction 
techniques in the field of safety critical systems have identified and 
reported several advantages: 

• Multimodality increases reliability of the interaction. Indeed, it 
permits to decrease drastically critical error (between 36% and 
50%) during interaction. This advantage alone can justify use of 
multimodality when interacting with a safety critical system. 

• It increases the efficiency of the interaction, in particular in the 
field of spatial commands (multimodal interaction is 10% more 
rapid than classical interaction to specify geometric and 
localization information).  

• Users predominantly prefer interacting in a multimodal way, 
probably because it allows more flexibility in interaction thus 
taking into account users' variability (especially if equivalence is 
provided).  

• Multimodality allows increasing naturalness and flexibility of 
interaction so that learning period is shorter. 

For all these reasons, multimodality has acquired greater interest in 
the field of command and control interactive systems. In particular, 
the last point is critical in that domain, as users of these systems are 
trained extensively to use them according to rules and regulations 
and to ensure that the operations will be performed in a safe and 
reliable manner.  
Next section present the related work in the field of multimodal 
interfaces with a special highlight on fusion engines modelling. 
Section 3 presents how fusion engines can be modelled using a 
formal description technique and describes the benefits of 
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employing such techniques. Section 4 presents a set of limitations of 
the approach introduced in section 3 and identifies, from that, a 
research agenda for future work.  

2. RELATED WORK 
Formal methods (thanks to their mathematical foundations) are 
typically used to describe and develop efficient, reliable, and safe 
systems [17]. They can be used in the various stages of the 
development process e.g. requirements, specifications … but they 
provide additional benefits by means of analysis and verification of 
models.  
Using models for the design of computer systems provide a 
description of the system independent from its implementation. 
Nowadays such approaches are prominent in the area of software 
engineering via the Model Driven Engineering [25] field that 
emerged from the UML standard [29]. Indeed, as they provide a 
more abstract description of the system than the implementation 
code they also provide a unique opportunity for various stakeholders 
(designers, users, developers …) to comment and  
Modelling fusion engines deals with both modelling interactive 
systems and modelling particular aspects of multimodality. The 
following three sections present the related literature. 

2.1 Modelling Interactive Systems 
In the area of interactive systems, models have, in addition, to be 
able to describe how user actions on input devices influence the 
behaviour of the system and how system’s states are presented to 
the users by means of the output devices. Another important 
characteristic is that “recent” interactive systems are by nature 
reactive systems i.e. they are supposed to process in an interleaved 
way inputs produced by the user and outputs to be perceived by the 
user. This explains why the first approaches in formal modelling 
such systems tried to catch interactive systems dialog by describing 
the inner states of the systems and how events can affect inner 
states. Parnas [32] was one of the first to use formal methods based 
on finite state machines (FSMs) for the specification of human 
computer interaction issues.  
State based formalisms provide a description of all of the states a 
system can be in and the transitions between these available states. 
By doing so, such formalisms allow to take into account the 
interaction context and are therefore more adequate for modelling 
interactive applications where user actions play a central role.  
When WIMP and direct manipulation interfaces appeared the users 
have been able to carry out several flows of control in a concurrent 
manner. Formal description techniques used for describing such 
interaction technique require the explicit handling of parallelism or 
at least concurrency. Statecharts [16] is such a description technique 
and have been extended to be able to deal with web interfaces [35]. 
Petri nets, on which our approach is based, have already been used 
for modelling interactive systems [5], [22]. They are particularly 
relevant to describe multimodal interactive systems as they have a 
true concurrency semantics that is more adequate than an 
interleaving one especially when independent and parallel control 
flows are described.  

2.2 Modelling Multimodal Interaction and 
Multimodal Interfaces 
Multimodal interactive systems modelling has been addressed in 
several contribution (mainly focusing on handling inputs) using 

either flow charts [34] and [12] or Petri nets [18]. In that paper Petri 
nets are used to describe two handed interaction with a stylus and a 
Wacom tablet. Further works present approaches able to describe 
multimodal interaction with widgets or post-WIMP applications, 
such as Shadow [19] that exploits hierarchical state transition 
diagram. Modelling multimodality is still maturing but in more 
recent proposed approaches, formal method has been applied to 
safety critical interactive systems, as for instance in [3] where the 
description of a multimodal interactive cockpit of a military aircraft 
is presented.  

2.3 Modelling Fusion Engines 
Fusion is a particular component of a multimodal interactive system 
that typically aims at synchronizing several flows of information 
produced by the user while interacting with the input devices. For 
instance, in Johnston and Bangalore [20] both each modality and the 
fusion engine itself are modelled by automata. This synchronisation 
is sometimes depending on the elapsed time between the use of two 
modalities (usually called temporal window). In such a case the 
description technique must be able to represent quantitative time 
information This is what has been proposed by Latoschik in [24] 
who extends the Johnston and Bangalore work with tATN (temporal 
augmented transition network) for speech and gesture fusion in 
Virtual reality environment. More information about fusion engine 
modelling is available in [23] where the set of characteristics are 
presented and previous work in the field is positioned with respect 
to them. 

3. MODELLING FUSION ENGINES WITH 
ICOS 
As stated above, a fusion engine is a software component in charge 
of fusing information produced by users when interacting with input 
devices. That software component and its positioning with respect to 
interactive systems architecture is presented in this section. We also 
present how the ICO formal description technique can be used for 
modelling fusion engines and more precisely we present useful 
basic constructs expressed in ICO. We then present examples of 
fusion modelling and lastly discuss fusion politics and how they can 
be expressed with ICOs. 

3.1 Where are fusion engines? 
The Arch model [2] was designed to overcome several problems 
raised by the Seeheim model [15] that defines the three basic 
components of interactive applications: functional core, presentation 
and dialog controller. 
Arch refines the relationship between these three components and 
introduces two additional ones: 

• The Physical interaction aims at handling interaction at a lexical 
level. It forwards the inputs from users on interactive objects (by 
acting on the input devices) and performs the rendering of 
information provided by the logical interaction component. This 
component is typically addressed by graphical toolkits, while the 
Logical interaction converts information provided by the 
physical interaction component into abstract (interface 
independent) information which is then transmitted to the dialog 
controller (and back again).  

• The Dialog controller ensures the sequencing of the set of 
events. It describes the set of the authorized events, defines 
(according to the inner state of the interactive application 
represented in the dialog controller too) how the events change 
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the inner state of the application and how the application reacts to 
these events.  

• The Functional core adapter translates the calls from the dialog 
controller into functional core compliant instructions, and back 
again.  

 
Figure 1. Arch Model. 

The event flow from the user actions to the dialog of the application 
may be the result of transformation or fusion of events across the 
two following levels at a different levels of abstraction from 
physical-level events (directly produced by input devices) to dialog-
level (or task-level) events: 

• The Physical level of events corresponds to events used as input 
of the physical interaction part of the Arch architecture. It creates 
raw input events from reading the input devices state. By 
combining and refining these raw events, higher level events 
such as clicks, drag are produced, and by introducing graphical 
objects these events reach a much higher level. The very simple 
example of a classical push button illustrates this refinement of 
the event flow: the related event (for instance actionPerformed 
within Java) is produced after the occurrence of a mouse clicked 
over the rectangle of the button or pressing the space bar from the 
keyboard while the button is focused. For instance, in [26] we 
fused raw data from a Data glove and a motion capture sensor to 
produce mouse-level events. 

• The Dialog level of events corresponds to the management of the 
connection between the highest level events and domain objects. 
For instance, in [20] the authors use speech command with the 
selection of a set of persons using a touch screen to send them an 
email. 

As stated in the related work section, fusion engines may cover 
different level of this architecture. Section 3.4 presents how models 
are positioned with respect to Arch depending on the event they 
produce and the ones they consume.  

3.2 ICO: A Petri nets-based Notation 
ICOs (Interactive Cooperatives Objects) are a formal description 
technique dedicated to the specification of interactive systems. It 
uses concepts borrowed from the object-oriented approach (dynamic 
instantiation, classification, encapsulation, inheritance, client/server 
relationship) to describe the structural or static aspects of systems, 
and uses high-level Petri nets [14] to describe their dynamics or 
behaviour. The ICO notation is based on a behavioural description 
of the interactive system using the Cooperative objects formalism 
that describes how the object reacts to external stimuli according to 
its inner state. This behaviour, called the Object Control Structure 
(ObCS) is described by means of Object Petri Net (OPN). An ObCS 
can have multiple places and transitions that are linked with arcs as 
with standard Petri nets. As an extension to these standard arcs, ICO 
allows using test arcs and inhibitor arcs. Each place has an initial 
marking (represented by one or several tokens in the place) 
describing the initial state of the system. 

As an extension to standard Petri nets, the Cooperative Objects 
provide mechanisms for instantiation. Indeed, every ObCS can be 
instantiated and allows multiple executions of the same class as this 
is the case in object-oriented approaches. These instantiations can be 
parameterised by constructor arguments that associate a marking to 
the instantiation. For example, in an interaction technique exploiting 
several mice (such interaction may be found in interactive cockpits 
such as the Airbus A380), each mouse driver is a distinct instance of 
an ObCS class with different Class Parameters (i.e. the number of 
the mouse). This makes it possible for each driver to handle its own 
coordinates represented in the values of the tokens defining the 
marking of the instance. 
Another important part of an ICO description is the link with the 
presentation part of the interactive system. This is done by means of 
a tabular description defining two functions, namely Rendering and 
Activation functions. The Rendering function describes how state 
changes (represented by tokens movements across the ObCS) 
trigger presentation methods call (which can be graphical, audio, ..). 
The Activation function describes how availability of particular 
transitions leads to availability of user events on the interface. As 
the paper mainly focuses on behavioural aspects, we do not describe 
them further (more can be found in [3], [26]. 
It is important to note that ICOs have been used for other types of 
interfaces than multimodal ones. The notation is supported by a 
CASE tool called PetShop [4]. How the tool is structured and how it 
is integrated in a software development (and in particular with 
prototyping activities) goes beyond the scope of this paper that 
focuses on the fusion engines aspects. More information about that 
aspect is available in [31]. 

3.3 ICO description of fusion engines bricks  
Behavioural modelling of fusion engines requires specific constructs 
the most salient being sequencing, alternative, parallelism and 
quantitative time representation.  
Petri nets model a discrete event system using state variables, called 
places (depicted as ellipses) and state changing operators called 
transitions (depicted as rectangles). The state of the system is 
modelled by the distribution of tokens in the places of the net (these 
tokens being able to hold values). Arcs represent the necessary pre 
and post conditions for a state change to occur as well as how the 
state changes are performed. The dynamic behaviour of a marked 
Petri net is expressed by means of two rules, the enabling rule and 
the firing rule. A transition is enabled (also called fireable) if each 
input place (places linked to the transition by input arcs) contains at 
least as many tokens as the weight of the input arcs it is linked to. 
When an enabled transition is fired, tokens are removed from the 
input places of the transition and new tokens are deposited into the 
output places (the number of tokens is defined by the weight on the 
output arcs). 
These rules illustrate one of the main properties of Petri nets, called 
locality of enabling and firing of transitions, which makes it possible 
to Petri nets to model true concurrent systems as the firing of a 
transition only impacts its input and output places leaving the rest of 
the model unchanged. Thus, if the independent parts of the model 
are fired by means of parallel processors, the net evolves according 
to a true concurrency semantics. 
The following sections present how it is possible to use the ICO 
description technique to describe examples of each of the constructs 
introduced. 
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3.3.1 Sequencing 
Modelling a sequence of events is modelling a qualitative temporal 
relationship between these events. An example of such sequencing 
of events occurs when editing a graphical object. The user first 
selects a graphical object using the dedicated pointing device before 
triggering the edit command, using for instance a voice command. 

 
Figure 2. ICO model of a sequence of events. 

Figure 2 presents an example of sequence of two events, event1 and 
event2 that behaves as follow: at the beginning, a token is in the 
place start making event1 the only available event. When event1 
occurs, the transition event1 (which is connected to it via the 
Activitaion function) is fired. During this firing process, the token in 
place start is destroyed and a new token is created and deposited in 
place p1. From that state, the transition event2 becomes fireable and 
the event2 is now allowed. When the event event2 occurs, transition 
event2 is fired, resulting in the destruction of the token in place p1 
and in the creation of a new token set in place end. It is important to 
note that not all the transitions in an ICO model are related to 
events. Such transitions are called synchronized transitions (and 
depicted with at black thick border) and are used to represent even-
driven behaviour. Standard transitions are used to model 
autonomous behaviours. Transition Parallelism_begin in Figure 4 is 
an example of such an autonomous transition. 

3.3.2 Alternative 
Modelling alternatives between events is modelling how occurrence 
of events leads to explicit choices in state changes.  

 
Figure 3. ICO model of alternative. 

 
In Figure 3, the ICO model represents the fact that any occurrence 
of one of the events event1, event2 and event3 will change the 
system state from having one token in place start to having one 
token in place p1. This is useful for letting several options to the 
user for reaching a desired state in the system. According to CARE 
properties [11] this would correspond to Equivalent modalities.  

3.3.3 Parallelism 
Parallelism in a model makes it possible to represent independent 
behaviours that can occur simultaneously. For instance, an option 
for describing the classical “put that there” interaction technique 
could be to allow selecting objects positions while recognizing the 
speech commands. 
An example of parallel handling of events is presented on Figure 4. 
In this example, event1 and event2 may occur independently, but the 
command corresponding to transition Parallelism_end is only 
triggered when both events have occurred. When Parallelism_begin 
occurs, a token is set in place waitfor_event1 and another token is 
set in place waitfor_event2, making available transitions events, 
event1 and event2. Firing event1 sets a token in place 
event1_received while firing event2 sets a token in place 

event2_received. When each of these places contains a token, the 
transition Parallelism_end (representing a synchronisation also 
called a reduction of parallelism) is fireable and its firing leads to to 
a state with one token in the place p1. According to CARE 
properties [11] this would correspond to Equivalent modalities. 

 
Figure 4. ICO model of parallelism. 

3.3.4 Time representation 
Fusion engine behaviour usually embeds quantitative temporal 
evolutions. For instance, one might need to represent the fact that a 
multimodal command (made up with speech and mouse pointing) is 
only triggered if the two events occur within a given time frame (for 
instance 800 milliseconds). One of the advantages of Petri nets with 
respect to other formal description techniques is their capability to 
handle in a very efficient way both qualitative temporal aspects 
(before, after, meanwhile, …) as shown before, and quantitative 
temporal aspects. In ICO, quantitative time is represented by a time 
interval attached to a transition (for instance transition timeout in 
Figure 5) where the time interval can be a constant or a function of 
the marking of the input place. 

 
Figure 5. Time Representation. 

In the example of Figure 5, after the firing of transition event1, a 
token is set in place wait_event2. Two transitions are now fireable, 
timeout and event2. Timeout is a temporised transition with a time 
interval of 100 milliseconds (value displayed between square 
brackets), and if event2 is not received before these 100 
milliseconds, the timeout transition is fired, removing the token 
from place wait_event2 and setting a token in place idle. If event2 is 
received before 100 milliseconds, event2 is fired and a token is set 
in place end (the token in place wait_event2 is destroyed too). Such 
construct is useful in the field of multimodal interfaces to represent 
alternative behaviours in the fusion engine (for instance if some 
events are missing for triggering commands). It is also useful for 
fine-tuning of the fusion engine making it possible to adapt the 
behaviour to the preferences or the capabilities of the users.  
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3.4 Modelling Fusion using ICO 
ICOs have been used for the formal description of many interaction 
techniques including gesture, voice, … and also for multimodal 
interactions techniques such as two-handed, voice and speech … 
According to the multimodal interaction technique under 
consideration, fusion of information from the input devices can be 
performed at different levels of the architecture presented in section 
3.1. The following sections present two possible ways of fusing the 
information using ICOs at different levels. The models correspond 
to a Virtual chess case study (that has been originally introduced in 
[26]). In that example, a user may interact with chess pieces using a 
data glove for identifying finger gestures and a flock of bird (a 
motion sensor) to locate the hand in a 3D environment. 

3.4.1 Fusion at Physical Interaction level 
Behaviours at the Physical Interaction level of the architecture deal 
directly with input devices information flow and input devices 
states. That data is then processed for building and raising events 
that are then captured and processed by models embedded in 
components located higher in the architecture.  
Figure 6 illustrates how it is possible to model (using ICO) such 
event production. That model reads raw data from the input devices 
(the motion sensor and the data glove) and then builds and raises 
three logical-level events: pick(p), move(p) and drop(p), where p 
represents a point within the 3D environment. The coordinates of 
that point are determined using data from the motion sensor. User’s 
gesture is captured using the data glove and this is exploited to 
detect whether a pick or a drop event have to be produced. 
The interesting aspect of the flock of bird and of the data glove input 
devices is that they do not produce events. Instead, they store 
information about the last gestures in data slots. In order to 
determine which gestures have been performed by the user, the 
fusion engine model has to get that data from them. This is 
performed on a regular basis using a self-triggered event called idle 
(the event idle is produced by the internal loop implemented by 
most graphic libraries, such as OpenGL). It would have been 
possible to build another model requesting that data at regular time 
intervals using time-based evolution in ICOs as presented in 3.3.4.  
When the event Idle occurs, the transition idle is fired and captures 
the current fingers’ flexion from the data glove and the spatial 
hand’s position from the motion captor (this is represented by the 
method calls fobGetPosition(FOB) and fdGetGesture(FD)). The 
information concerning the flexion of the fingers and the position of 
the hand are stored in variables g and p, respectively. The transitions 
pick, notPick, drop and notDrop compare the current and previous 
positions (which are stored in the token from the place last). If the 
current position is different from the previous one, and the hand is 
opened, the system triggers an event drop(p). If the hand is closed 
and its position is different from the previous one, then the system 
triggers an event move(p). It is important to note that the model in 
Figure 6 only represents the fusion engine. Indeed, at the Physical 
Interaction level, the domain objects (such as the chess pieces in our 
example) are not available and thus the application methods cannot 
be invoked. Another model (located in the dialog component) 
should be built to make explicit the connection between the position 
of the FOB (embedded in the events produced via the variable p) 
and the pieces on the chessboard. As this paper focuses on the 
modelling of fusion engines, it is not presented here.  

 
Figure 6. Production of events from low-level device 

information 

3.4.2 Fusion at Dialog Level 
According to the Arch architecture, the Dialog component must 
remain independent from the Physical Interaction component (i.e. 
input devices in our case). We address this in the models by splitting 
the fusion engine in two different parts. Communication between 
these two parts is event-based i.e. the events are produced by the 
low-level model and caught by the upper-level one. For sake of 
separation of concerns, we present the models handling the two 
input devices completely separated. We could have integrated them 
and exploited parallelism mechanism (presented in section 3.3.3) 
offered by ICO and the model would have been behaviourally 
equivalent to the two models presented here.  
In the current section, we propose to have one model for each input 
device and an additional model in charge of fusing information 
produced by the input device models. The fusion engine is located 
at the Dialog level as it is able to access domain information such as 
the location of the pieces on the chessboard. It is important to note 
that such information is not related to the user interface but to the 
application domain. Indeed, in a chess game there is always a 
chessboard with pieces. How that information is displayed and how 
the user can interact with them belong to the user interface part.  

 
Figure 7. Production of move event from motion sensor data 
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The behaviour of the event production is very close to the one in the 
previous section. The logical event is produced by polling the 
motion sensor’s state. Every time an event idle is triggered, it fires 
the transition idle to capture the hand’s position (Figure 7). The 
position of the hand (that was stored by the input device) is stored in 
variable p. If and only if the current position is different from the 
previous one, the model triggers an event move(p) (this is 
represented in the model by the preconditions (p==plast and 
p!=pLast) in transitions move and notMove. 

 
Figure 8. Production of pick and drop events from gesture 

detection 
In the same way, for Figure 8, every time an event idle is triggered 
the current fingers’ flexion from the data glove is captured and its 
value is stored in variable g. The transitions pick, notPick, drop and 
notDrop compare the current and previous gesture (which is given 
by the token from the place last). For instance, the transition drop 
describes the fact that if the current gesture is different from the 
previous one (g!=gLast), and the hand is opened (g==0) then the 
system triggers an event drop (trigger(“drop”)). 
Fusion is performed as modelled in Figure 9 where the two event 
flows are handled separately, the move(p) event on one side and the 
pick and drop events on the other side.  

 
Figure 9. Handling the event flows in the fusion engine 

Independent from the input device used (data glove or motion 
captor), the dialogue controller receives produced events (pick, drop 
and move(p)). As represented in Figure 9, when receiving event 
move (one of the transition move_1, move_2 or move_3 will be 

available) the current coordinates are updated (in place Idle, 
notPicked or Picked depending on the transition fired). After the 
reception of move, when an event pick occurs (transition pick_1) the 
fusion of the two events is possible (i.e. both the position and the 
related command pick are known). In order to perform the fusion, 
the fusion engines need to know whether or not there is a piece on 
the chessboard at position p. This is performed in transition pick_1 
(code c=getCase(p)).  
The variable c is used to store the value of the piece at position p. 
From that state two options are possible: either c contains a 
reference to a piece or c is empty. First case is handled by the right-
hand side of Figure 9 while the other one is handled by the left-hand 
side. If an event pick occurs and the place pieces contains a 
reference to square c, then the user can move the corresponding 
piece p (using the transition move_2) or drop it (using the transition 
drop_1). Otherwise, the user can only move the hand over the 
chessboard for a while (transition move_3) and then the system 
return to the initial state. This modelling exploits the alternative 
presented in section 3.3.2.  

3.5 Ambiguity Resolution in Models 
The example presented above has shown that using ICOs it is 
possible to perform fusion at different levels (according to the 
software architecture Arch). This section extends previous 
modelling capabilities by providing several examples of models 
making explicit how the ambiguity resolution can be modelled. 
When modelling a complete fusion engine, the construction of a 
command may require solving ambiguities caused by the occurrence 
or non-occurrence of events or by the fact that event might not hold 
consist of values. For instance, in a “Put that there” interaction 
(using speech and mouse) production of the command requires both 
the occurrence of the speech command (“put”) and the two positions 
(the first one corresponding to the position of an object and the 
second one corresponding to the position of position on the screen). 
Modelling fusion engines require the handling of potentially 
incomplete or inconsistent multimodal events.  
Even if policies of fusion are out of the scope of this paper, we 
present in the following sections how it is possible to use ICO for 
modelling ambiguities resolution. 

3.5.1 Temporal windows 
The use of temporal windows is one of the most used policies for 
ambiguity resolution in the literature. The basic principle is to allow 
the fusion of several events only if these events occur within a given 
temporal window. The temporal window proposed in [28] is 
modelled in Figure 10. 

 
Figure 10 Fusion model based on a temporal window 
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In Figure 10, when a speech command is received, a token is set in 
place recognized word and when a mouse command is received a 
token is set in place object. If both places hold a token before the 
timeout (modelled by the value of the token in place Timeframe), 
the transition fusion is fired performing the fusion (not detailed on 
the model). On the other side, if a token is set in the place object 
(resp. place recognized word) while no token is set in the place 
recognized word (resp. place object) within timeout, the timed 
transition MouseTime_Up (resp. SpeechTime_Up) removes the 
token from the place object and place it in Fail_No_Speech (resp. in 
the Fail_No_Click). 

3.5.2 Unification with a set of rules 
Another classical policy is the unification of several events 
according to a set of rules as presented in [10]. Figure 11 illustrates 
the modelling of such unification using the same event sources as in 
the previous section. 

 
Figure 11 Fusion model based on unification with rules 

When a speech command is received, a token is set in place 
recognized word and when a mouse command is received a token is 
set in place object. If both places hold a token, the transition fusion 
can be fired. The actual firing depends on the values of the tokens. If 
the pair composed by the word recognized (represented by the 
variable word on the arc from place recognized_word to transition 
fusion) and the object linked to the mouse event (represented by the 
variable object on the arc from place object to transition fusion) can 
be unified with one of the tokens hold in place rules then the firing 
can occur. In such a case, the corresponding fusion can be 
performed according to the value of the object and the one of the 
word recognized, applying the command hold by the token form 
place rules, identified by unification. In such models, the labels on 
the arcs of the net are used as a mean of changing the behaviour of 
the model not only based on the presence of tokens but also on the 
values carried by the tokens. The rules are expressed by means of 
triplets composed of a word, an object and a command. An instance 
could be (“remove”, rectangle, delete). The command delete is 
triggered when both words remove and rectangle are uttered.  

3.5.3 Modelling complex fusion mechanisms 
The previous examples illustrate basic policies applicable to fusion 
engines. Modelling a complex fusion engine obviously requires to 
compose such policies. For instance, the example of Figure 11 can 
be easily extended by introducing the timeout part of the temporal 
window of Figure 10 allowing the description of unification 
together with a quantitative temporal evolution. Using ICO allows 
the description of complex fusion engines, for instance, it is possible 
to describe the behaviour of fusion by agent, adding intelligence in 

the fusion engine by, for instance, improving the content of the 
command hold by tokens in place rules on Figure 11.  

4. PERSPECTIVES AND RESEARCH 
AGENDA 
Describing fusion engines using a formal description technique 
makes it possible to verify its behaviour according to properties that 
might have identified as pertinent. Such properties can be generic to 
any fusion engine (every event received is processed) or specific to 
a given design context. Some formal description techniques are 
available for describing such properties but their verification 
remains a complex task with little support from tools.  
Another benefit of using formal description technique is that it is 
possible to assess the performance of the models. Here again 
performance evaluation techniques are available and more work has 
to be performed before reaching the adequate tool support for the 
assessment of the performance of fusion engines in an industrial 
context.  
Lastly, the fusion engine is a critical element of the multimodal 
interface and, as such, must be assessed with respect to the usability 
of the resulting interface. Such assessment can be supported by 
formal description techniques by (for instance) making it possible to 
generate the usage scenarios [7] and to identify the ones requiring to 
be tested using usability evaluation techniques [6]. 

5. CONCLUSION 
This paper has presented how fusion engines can be modelled using 
ICOs which is a Petri net based formal description technique 
dedicated to the modelling, verification and simulation of interactive 
systems. The paper has emphasised how some of the constructs of 
the formal description technique fit with the needs for fusion engine 
modelling. The examples given have presented in detail how fusion 
engines modelled with ICOs can exhibit behaviours including 
parallelism, unification, quantitative and qualitative temporal 
evolution, …  
This work belong to more ambitious research programme aiming at 
producing methods, tools and techniques for the engineering of 
multimodal interfaces in the field of safety critical interactive 
systems. Indeed, ICOs provide a complete, concise and un-
ambiguous description of the fusion engine that makes it possible to 
assess the performance, the efficiency and the reliability of 
multimodal interfaces thus providing a way of broadening the 
application of multimodal interfaces.  
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