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ABSTRACT
In multimodal human machine conversation, successfully interpret-
ing human attention is critical. While attention has been studied
extensively in linguistic processing and visual processing, it is not
clear how linguistic attention is aligned with visual attention in
multimodal conversational interfaces. To address this issue, we
conducted a preliminary investigation on how attention reflected by
linguistic discourse aligns with attention indicated by gaze fixations
during human machine conversation. Our empirical findings have
shown that more attended entities based on linguistic discourse cor-
respond to higher intensity of gaze fixations. The smoother a lin-
guistic transition is, the less distance between corresponding fixa-
tion distributions. These findings provide insight into how language
and gaze can be combined to predict attention, which have impor-
tant implications in many tasks such as word acquisition and object
recognition.

Categories and Subject Descriptors
H5.2 [User Interfaces]: Natural language

General Terms
Experimentation, Human Factors

Keywords
Linguistic Attention, Gaze Fixation, Multimodal Conversational
Interfaces

1. INTRODUCTION
In human machine conversation, understanding human attention

is key to the success of communication. Human attention is in-
fluenced by an individual’s goals, the surrounding, as well as the
conversation discourse that is jointly established by the human and
the system through turn-taking and grounding. Recognizing atten-
tion not only depends on linguistic utterances, conversation dis-
course, but also non-verbal modalities. While attention has been
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studied extensively in both language processing [10] and vision
processing [12], it is not clear how linguistic attention is aligned
with visual attention during human machine conversation. On one
hand, linguistic expressions and utterances reflect attention; and on
the other hand, directions of gaze also indicate attention [14]. In
multimodal conversation where a user can both talk to and look at
graphical interfaces, it is not clear how the attention indicated by
linguistic discourse (e.g., linguistic attention) is aligned with the
attention reflected by gaze fixations. This is an important question
since understanding of such alignment will provide insight on how
processing of one mode can influence the other in automated com-
putational systems (e.g., automated language processing and vision
processing).

To address this issue, we conducted a preliminary investigation
on the relationship between linguistic attention and gaze fixations.
Here we consider linguistic discourse as a sequence of utterances
produced by the user during conversation and visual discourse as
the corresponding sequence of gaze streams during human speech
production. At each point during conversation, linguistic expres-
sions are used to indicate the focus of attention and tie the utter-
ances together into a coherent discourse. Therefore we capture lin-
guistic attention based on different types of centers as specified in
Centering Theory [9], a linguistic theory that explains how linguis-
tic expressions are tied together to form a coherent local discourse.
Within the visual discourse, we model gaze fixations based on the
intensity (i.e., length) of fixations on particular objects on graphi-
cal displays. To examine the alignment, we collected a rich set of
language and gaze data based on mixed-initiative dialogues. Our
empirical findings have shown that more attended entities based
on linguistic discourse correspond to higher intensity of gaze fix-
ations. The smoother a linguistic transition is, the less distance
between corresponding fixation distributions. These findings pro-
vide insight on how language and gaze can be combined to predict
attention, which have important implications in many tasks such as
word acquisition and object recognition.

In the following sections, we first describe a multimodal con-
versational system used in our investigation. We then give a brief
introduction to the Centering Theory and how it is used to capture
linguistic attention and measure the coherence of the discourse. Fi-
nally we present the empirical results on the alignment between
linguistic attention and gaze fixations.

2. RELATED WORK
The work presented here is motivated by the previous work on

eye gaze in human language processing and eye gaze for language
interpretation in human machine conversation.

Eye gaze is tightly linked to human language processing in both
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comprehension and production [26]. This claim is supported by
about a decade of psycholinguistic research. In object naming tasks,
the onset of a word begins approximately one second after a speaker
has looked at the corresponding visual referent [8], and gazes are
longer the more difficult the name of the referent is to retrieve [7,
18]. About 100-300 ms after the articulation of the object name
begins, the eyes move to the next object relevant to the task [18].
Moreover, objects are fixated in the same order in which they are
spoken [1]. Recent work has also demonstrated that eye gazes at
objects that are named incorrectly are no different from gazes at
objects named accurately [8]. Most of these previous psycholin-
guistic studies were largely based on simple scene sketches con-
taining only a few simple objects and all objects are relevant to the
participant’s task [11].

These psycholinguistic findings of time-locking behaviors be-
tween eye gaze and linguistic expressions have been applied in
computational models that integrate eye gaze and speech. For ex-
ample, previous work has shown that incorporation of eye gaze
improves automated language processing at multiple levels from
recognition of spoken hypotheses [6,22], to reference resolution [3,
20], and to automated vocabulary acquisition [17, 23]. Neverthe-
less, the interactive setting in human machine conversation is much
more complex than the settings used in psycholinguistic studies.
Recent work has shown that a natural temporal alignment exists
between user speech and eye gaze, however, with a large variance
compared to those observed in psycholinguistic studies [17]. Gaze
fixation intensity serves as an integral role in attention prediction.
When combined with visual features, fixation intensity can become
even more reliable in predicting user attention [21].

3. MULTIMODAL CONVERSATIONAL SYS-
TEM

We developed a multimodal conversational system in the domain
of treasure hunting. The application is based on a game engine and
provides an immersive environment for users to navigate in a 3D
castle. This castle has many rooms which contain a total of 115 3D
objects. This application allows a user to consult with a remote “ex-
pert” (i.e., an artificial system) to find hidden treasures. The expert
has some knowledge about the treasures but can not see the castle.
The user has to talk to the expert for advice for finding the trea-
sures. A mix-initiative dialogue is enabled to support interactions
between a user and the expert. Using this application, we collected
conversation data including speech and eye gaze through user stud-
ies. During each conversation, the user’s speech was recorded, and
the user’s eye gaze was captured by a Tobii eye tracker. Figure 1
shows a snapshot of our 3D environment.

Figure 1: A snapshot of the 3D environment for the treasure
hunting application. Each dot indicates a gaze fixation during
speech production, which is invisible during conversation.

Table 1: A segment of conversation between a user and the sys-
tem.

S1 What do you see?
U1a There is a clock on the dresser.
U1b The clock is round.
U1c There is a chair in front of the clock.
S2 Tell me more about it.
U2a The chair is metal and tall.
U2b And a wooden chair next to it.
S3 What else do you see?
U3a Two pictures on the wall.
U3b A bed on the floor.

Table 1 shows a segment of conversation between the system and
a user. S represents a system response and U represents a user ut-
terance. Note that a user turn could comprise multiple utterances
(e.g., U1a, U1b, and U1c). This example segment shows a typi-
cal coherent discourse in the sense that both system responses and
user utterances are not isolated, but rather follow the flow of con-
versation. The system’s responses or user utterances are linked to-
gether through the use of linguistic referring expressions (italicized
in Table 1), such as pronoun it (e.g., it in S2 and U2b) and definite
noun phrases (e.g., the chair in U2a). Within a local discourse, how
expressions are formed and linked together from one utterance to
another reflects underlying attention. For example, based on their
grammatical roles in U1a, the entity related to a clock is more at-
tended than the entity associated with a dresser. The clock entity
continues to be the attended object for U1b.
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Figure 2: Parallel speech and gaze streams.

Figure 2 shows an excerpt of the collected speech and gaze fixa-
tions in one conversation. In the speech stream, each word starts at
a particular timestamp. In the gaze stream, each gaze fixation has a
starting timestamp ts and an ending timestamp te. Each gaze fixa-
tion is also associated with a list of fixated entities (3D objects). An
entity e on the graphical display is fixated by a gaze fixation f if the
area of e contains fixation points of f . A gaze fixation could fixate
on multiple entities due to the overlap of entities on the 3D display.
In this case, only the forefront entity (e.g., the entity chandelier
in Figure 2) is used in our analysis. For each fixated object asso-
ciated with a given utterance, the fixation intensity is measured by
the length of corresponding fixations in milliseconds. For example,
the fixation intensity for the entity chandelier in Figure 2 is the
combined length of the three consecutive fixations.

4. LINGUISTIC DISCOURSE
To model the linguistic discourse as shown in Table 1, we use

Centering Theory [9]. Centering Theory attempts to relate focus of
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attention and choice of referring expressions with the local coher-
ence of a discourse. Centering Theory explicitly models centers of
utterances, which serve to link adjacent utterances together. The
theory aims to explain how centers from one utterance to another
utterance form a coherent discourse. Therefore, there are two im-
portant notions in Centering Theory. The first is Linguistic Centers
which reflect the focus of attention in our discussion. The second
is Discourse Transitions which measure the degree of coherence
within a local discourse.

4.1 Linguistic Centers
Given an utterance, three types of centers are identified in Cen-

tering Theory:

• Forward looking centers (CF). These are a set of ordered
entities mentioned in an utterance which are likely linked to
by the succeeding discourse. These centers reflect different
degrees of attended entities. There are different schemes to
rank entities, but mostly are based on grammatical relations.
For example, one ranking scheme indicates that an entity in
a subject position is ranked higher than an entity in an ob-
ject position, which is ranked higher than entities in other
positions [9]. We adopted this scheme for our processing of
forward looking centers. For example, the utterance U1a in
Table 1 has the following ordered forward looking centers
corresponding to expressions: {a clock, the dresser}.

• Preferred center (CP). This is the highest ranked forward
looking center. Being highest ranked, the preferred center is
most likely to be talked about or attended to in the succeed-
ing utterance to form a coherent discourse. For example, in
U1a of Table 1, the preferred center is the referent to the ex-
pression a clock.

• Backward looking center (CB). This is the highest ranked
forward looking center from the preceding utterance that is
also realized in the current utterance. This center can be con-
sidered to reflect the focus of attention up to the current utter-
ance. For example, in utterance U1c of Table 1, the backward
looking center is the referent to the expression the clock (in-
stead of a chair), which is the highest ranked entity from the
previous utterance U1b. Note that since we are interested in
conversation, user utterances are influenced by the system’s
responses. This is particularly the case for identifying the
backward looking center for the first user utterance in each
user turn. For example, the backward looking center of U2a

in Table 1 is the referent to the chair since it is the highest
ranked entity in S2 (i.e., the referent to it). However, the
backward looking center for U1a is undefined since S1 has
no entity specified.

In summary, from the linguistic discourse, the backward looking
centers imply the foci from the preceding discourse up to the cur-
rent utterance and the preferred looking centers reveal the potential
focus of attention in succeeding discourse. Therefore, we partic-
ularly use preferred centers and backward looking centers in our
analysis presented later.

4.2 Discourse Transitions
Based on the centers described above, the Centering Theory pro-

vides a mechanism to assess the coherence of a local discourse.
The coherence is measured by the movement of the centers from
one utterance to another, which is further modeled as transitions.
More specifically, three types of transitions are defined across two
adjacent utterances: continuation, retaining, and shift. The shift

relation is later extended to smooth shift and rough shift by Bren-
nan et al [2]. These transitions are shown in Table 2. From this
table, we can see that two criteria are used to determine the type
of transition: whether the backward looking centers of two adja-
cent utterances are the same (i.e.,Cb(Un+1) is the same as Cb(Un))
and whether the backward looking center of the utterance is likely
to be the preferred center of the next utterance (i.e., Cb(Un+1) is
the same as Cp(Un+1)). The degree of coherence thus is reflected
through these transitions. Two utterances are more coherent if they
share the same backward looking centers Cb.

Table 2: Four types of transition between two utterances.
Cb(Un+1) = Cb(Un) Cb(Un+1) 6= Cb(Un)
or Cb(Un) undefined

Cb(Un+1) Continue Smooth-Shift
= Cp(Un+1)
Cb(Un+1) Retain Rough-Shift
6= Cp(Un+1)

Extending Table 2, we characterize linguistic discourse transi-
tions into four types in our investigation:

• Continue. The backward looking center reflecting the fo-
cus of attention is the same as the preceding discourse and
is likely to be continued for the succeeding discourse. For
example, the transition between the utterances U1a and U1b

(in Table 1) is Continue.

• Retain. The backward looking center reflecting the focus
of attention is the same as the preceding discourse, however
there is a tendency to move to a different focus for the suc-
ceeding discourse. For example, the transition between the
utterances U1b and U1c (in Table 1) is Retain, so is the tran-
sition between U2a and U2b.

• Shift. We combine the smooth-shift and rough-shift together
to a single type. Here the focus of attention reflected by the
backward looking center is different from the preceding dis-
course.

• Switch. This represents a new type of transition in our dataset
such as the transition between utterances U3a and U3b. The
backward looking center for each of these utterances is not
defined. So the transition is not strictly Shift based on the
definition. Therefore, we introduce this Switch type to ac-
count for this new phenomenon where no entities are explic-
itly shared between the two utterances. This new type repre-
sents a complete focus shift from preceding discourse.

It is important to note that the above transitions only characterize
the low level local transitions from one utterance to another. For ex-
ample, Switch only represents the change of entities in focus within
two utterances. It does not demonstrate the shift of the overall topic
at the discourse level.

5. VISUAL DISCOURSE
We model our visual discourse by a sequence of gaze fixations

that occurs simultaneously with speech production. More specifi-
cally, a visual discourse consists of two components: visual atten-
tion characterized by gaze fixations and visual transition.

5.1 Gaze Fixations
The first component relates to visual attention. Visual attention

considers an object salient due to many factors including user inten-
tion, familiarity, physical characteristics and surrounding context
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Figure 3: An example of gaze distributions based on fixation intensity.

of objects [12]. Here instead of examining complex visual atten-
tion, we simply rely on gaze fixations to serve as a proxy for visual
attention since gaze directions indicate attention [14]. Within an
utterance, since eye gaze could move to different objects, we use
a distribution of gaze intensity on domain entities to represent the
overall visual attention during speech production.

For example, Figure 3 shows the distributions of gaze intensity
corresponding to the utterances U1a and U1b respectively. In the
distribution figures, the X-axis represents the 115 objects modeled
by the application. The Y-axis is normalized gaze intensity on each
object.

5.2 Visual Transition
Similar to the linguistic discourse, the second component of the

visual discourse consists of the transitions between utterances (or
gaze streams). There could be different ways to measure the shift of
gaze behaviors between utterances. In our current work, we sim-
ply measure the distance between the distributions of gaze inten-
sity between two adjacent utterances using Jensen-Shannon Diver-
gence(JSD) [16]. Jensen-Shannon divergence is a symmetrized and
smoothed version of the Kullback-Leibler (KL) divergence [15]. It
is defined as follows:

Let P and Q be two probability distributions over a random vari-
able x, and let the average of the distribution of P and Q be M ,
M = (P + Q)/2, the JSD between P and Q is defined as:

JSD(P, Q) =
D(P‖M) + D(Q‖M)

2
(1)

Where D is the Kullback-Leibler (KL) divergence. For two proba-
bilities distributions p and q, the KL divergence is defined as:

D(p‖q) =
∑

x

p(x)× log
p(x)

q(x)
(2)

Currently, we have 115 objects modeled in the treasure hunting
domain. In our case, P and Q are two gaze intensity distributions
over the 115 objects as shown in Figure 3.

At each point of interaction, only a partial scene is displayed on
the computer. Thus only a few objects on the display have gaze
fixations. As a result, the gaze intensity distributions are rather
skewed with many zero probability points. JSD provides a good
measure to alleviate the problem with these zero probability points.

6. EMPIRICAL RESULTS
We conducted experiments as described in Section 3 to collect

data for our investigation. In this section, we give a detailed de-
scription of the data used in our analysis and our empirical findings.

6.1 Annotated Data
We manually annotated conversation sessions with eight users in

terms of the entities referred to by linguistic expressions. These an-
notations specify forward looking centers, backward looking cen-
ters, and preferred centers for each user utterance given a conver-
sation discourse. The visual attention for each utterance and visual
transitions between utterances are automatically captured based on
corresponding gaze streams. Table 3 summarizes the data from
eight users that were used in our investigation. In general, since a
user turn could consist of multiple utterances, the total number of
utterances for a given user is usually larger than the total number of
turns. There are two situations that affect the number of utterances
used in our analysis. First, since the Centering Theory is based on
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Table 3: A summary of data from eight users.
User ID Utterance Turn Centers Transition

Type 1 Type 2 Type 3 Type 4 Continue Retain Shift Switch
notCP & notCB CP & notCB notCP & CB CP & CB

1 206 129 142 165 7 105 71 5 5 125
2 144 213 37 129 1 82 53 1 4 86
3 145 140 46 147 4 69 46 3 1 95
4 248 179 93 233 9 149 91 5 11 141
5 207 176 55 162 4 124 90 3 8 106
6 159 146 77 156 2 62 44 2 4 109
7 203 127 116 193 10 125 66 8 10 119
8 161 135 61 150 12 88 48 11 10 92

entities, we are only interested in utterances that contain nominals
(e.g., nouns and pronouns). Utterances that do not contain nomi-
nals were not used in the analysis. Second, some users (e.g., user
2) did not follow the turn-taking behavior, for example, only pro-
viding responses after several system’s requests. Therefore we see
a significantly smaller number of utterances used in our analysis
compared to the number of turns.

Given an utterance, every linguistic referring expression corre-
sponds to a forward looking center. Depending on its ranking and
the preceding utterance, a forward looking center may also serve as
a backward looking center, or a preferred center, or both of them,
or neither of them. Therefore, each referring expression uniquely
relates to one of the following four types:

• Type 1: a forward looking center that is neither a preferred
center nor a backward looking center (notCP & notCB).

• Type 2: a forward looking center that is a preferred center,
but not a backward looking center (CP & notCB).

• Type 3: a forward looking center that is a backward looking
center, but not a preferred center (notCP & CB).

• Type 4: a forward looking center that is a backward looking
center and a preferred center (CP & CB).

Table 3 summarizes the number of these four types of centers that
appear in user utterances. It is interesting to see that, across all
users, a backward looking center is highly likely to also serve as
a preferred center simultaneously. This means that an entity re-
lated to a backward looking center, being a focus of attention up
to current utterance, is also very likely to be continued as focus for
the succeeding discourse. Thus the backward looking centers that
also serve as the preferred centers (i.e., Type 4) are most salient to
reflect attention.

Table 3 also summarizes the number of different types of tran-
sitions between the utterances used in our analysis. In our data,
across all users, we see fewer occurrences of Retain and Shift com-
pared to Continue and Switch.

Based on this dataset, we specifically investigated two questions:
(1) whether and how linguistic centers are linked with gaze fixa-
tions; and (2) how visual transitions correspond to linguistic tran-
sitions. Next we describe empirical results addressing these two
questions.

6.2 Linguistic Attention and Gaze Fixations
The explicit modeling of centers in the Centering Theory offers a

means to identify salient object or focus of attention from linguistic
utterances. The backward looking centers represent the linguistic
attention up to the current utterance and the preferred centers rep-
resent entities that are most likely attended to in the succeeding

utterance. Therefore, one question is whether the linguistic atten-
tion related to the preferred centers and backward looking centers
correlates with visual attention indicated by gaze fixations. To ad-
dress this question, we examined the data along three dimensions
as discussed next.

6.2.1 Preferred Centers
Our first analysis is based on the linguistic attention as indicated

by the preferred centers. Since a preferred center is most likely to
be attended in the succeeding discourse, our hypothesis is that the
preferred center should capture more gaze fixations than the centers
that are not preferred. To validate this hypothesis, we compared
the average gaze fixation intensity between preferred centers and
forward looking centers that are not preferred.

The mean gaze fixation intensity of these two types of centers
averaged across all users are shown in Figure 4. Overall, the pre-
ferred centers correspond to significantly higher fixation intensity
(t = 4.74, DF = 1724.31, P < 0.001). The results on individual
users are shown in Figure 5. Except for the first three users, the
average gaze intensity corresponding to preferred centers is signif-
icantly higher than that corresponding to centers that are not pre-
ferred for the remaining five users (user 4: t = 2.49, DF = 213.7,
P = 0.0067; user 5: t = 2.33, DF = 162.4, P = 0.01; user
6: t = 2.23, DF = 234.5, P = 0.0135; user 7: t = 2.86,
DF = 362.0, P = 0.0022; user 8: t = 3.37, DF = 260.2,
P < 0.001).

Figure 4: Overall comparison of the mean fixation intensity
corresponding to preferred centers and centers that are not
preferred.

6.2.2 Backward Looking Centers

1The degree of freedom is obtained based on Satterthwaite Approx-
imation.
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Figure 5: Comparison of the mean fixation intensity corre-
sponding to preferred centers and centers that are not pre-
ferred for individual users.

Since a backward looking center carries the attended entity that
is highest ranked in the preceding discourse, we hypothesized that
it would capture more gaze fixations than the regular forward look-
ing centers which are not backward. To validate this hypothesis, we
specifically compared the average gaze fixation intensity for back-
ward looking centers and non-backward looking centers.

The mean gaze fixation intensity of these two type of centers
averaged from all users is shown in Figure 6. Overall, the backward
looking centers correspond to significantly higher gaze intensity
(t = 8.75, DF = 1059.8, P < 0.001).

Results for individual users are shown in Figure 7. Except for
user 1 and user 2 who show no significant difference, the mean
gaze fixation intensity of backward looking centers is significantly
higher than the centers that are not backward looking for the re-
maining six users (user 2: t = 2.20, DF = 87.1, P = 0.0153;
user 4: t = 3.58, DF = 233.4, P < 0.001; user 5: t = 4.92,
DF = 143.7, P < 0.001; user 6: t = 4.00; DF = 69.2;
P < 0.001; user 7: t = 4.65; DF = 176.7; P < 0.001; user
8: t = 2.33; DF = 126.8; P = 0.018).

Figure 6: Overall comparison of the mean fixation intensity
corresponding to backward looking centers and centers that
are not backward looking.

6.2.3 A Combined Analysis
As shown in Section 6.1, a preferred center could simultaneously

serve as a backward looking center, or vice versa. In order to un-
derstand the interaction between these centers, we further analyzed
data based on the four types of combinations described in Table 3.

Overall, as shown in Figure 8, there is a significant difference
between the mean fixation intensity among four types of centers
(ANOVA, F3,2811 = 40.97, p < 0.001). A follow-up Scheffe pos
hoc test has shown that Type 4 (i.e., both backward looking and
preferred) centers have a significantly higher mean fixation inten-
sity than Type 1 centers and Type 2 centers. There is no significant

Figure 7: Comparison of the mean fixation intensity corre-
sponding to backward looking centers and centers that are not
backward looking for individual users.

difference between Type 1 centers and Type 2 centers. Type 3 has
very few occurrences in our dataset (see Table 3). It has not shown
statistically significant differences from any other types of centers
due to its large variance.

Results for individual users are shown in Figure 9. Again, user
1 and user 2 do not exhibit statistically different behavior among
these four types of centers. The average fixation intensity corre-
sponding to these four types of centers is significantly different for
the rest of users (user 3: F (3, 262) = 4.32, P = 0.0054; user
4: F (3, 480) = 6.36, P < 0.001; user 5: F (3, 341) = 12.6,
P < 0.001; user 6: F (3, 293) = 13.77, P < 0.001; user 7:
F (3, 440) = 10.97, P < 0.001; user 8: F (3, 307) = 3.9, P =
0.0092). A Scheffee pos hoc test has shown that, among all the re-
maining six users, gaze intensity corresponding to Type 1 and Type
2 is significantly less than that with Type 4. There is no significant
difference between Type 1 and Type 2. Type 3 again has not shown
significant difference from other types within each user.

Figure 8: Overall comparison of the mean gaze intensity of the
four types of centers.

Figure 9: Comparison of the mean gaze intensity of the four
types of centers for individual users.
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6.3 Linguistic Transitions and Visual Transi-
tions

We further examined how linguistic transitions correspond to vi-
sual transitions. We particularly investigated four types of linguis-
tic transitions: Continue, Retain, Shift, and Switch (as mentioned in
Section 4).

We computed the Jensen-Shannon Divergence (JSD) between
the distributions of gaze fixation of two consecutive utterances to
represent the corresponding visual transition. We further examined
whether different types of linguistic transitions aligned with differ-
ent degrees of visual transition. The result is shown in Figure 10.
Our analysis shows that there is a significant difference among
these four types of transitions ( F3,1469 = 29.4, P < 0.001) The
follow-up Scheffe post hoc test shows no significant difference in
visual transition between the transition type Retain and Shift. The
degree of visual transition is significantly higher for the Switch type
compared to the Continue type.

Figure 10: Correspondence between linguistic transitions and
visual transitions measured by Jensen-Shannon divergence.

7. DISCUSSION
Our empirical results have shown that five out of the eight users

have consistently demonstrated higher fixation intensities associ-
ated with linguistically more attention-demanding entities. The re-
maining three users have somewhat different behaviors. For user 1
and user 2, the gaze intensities corresponding to different centers
have no significant difference. A further look at the data indicates
that for these users, most gaze streams corresponding to utterances
are either not captured or are not “closely coupled”. We consider
speech and gaze are closely coupled if the gaze stream has fixa-
tions on at least one object mentioned in the corresponding speech.
Although more studies are required to understand the actual dif-
ferences and what causes these differences, the current observation
suggests the possibility of different user behaviors. Therefore, for
eye gaze to be useful for language processing, some user modeling
may be necessary to first identify closely coupled speech and gaze
streams.

Our separate analysis on preferred centers and backward looking
centers has shown that preferred centers correspond to higher fixa-
tion intensity than non-preferred centers (i.e., Figure 4) and back-
ward looking centers correspond to higher fixation intensity than
centers that are not backward looking (i.e., Figure 6). A detailed
analysis (i.e., Figure 8) has revealed that backward looking centers
are the major contributors to gaze fixations. The higher fixation
intensity associated with preferred centers is mainly caused by the
preferred centers that are also backward looking. When a center is
not backward looking, whether it is preferred or not will not make
a significant difference on fixation intensity (see Figure 8). On the
other hand, when a center is backward looking, it is most likely also

a preferred center and captures higher gaze intensity compared to
other types of centers.

These observations can provide insight into how to use gaze
fixations to help automated language processing. Previous work
has shown that, in multimodal systems involving speech and ges-
tures [4, 5, 13, 24, 25], incorporating gestures enables more robust
and stable input interpretation than speech only systems. Fusing
two or more information sources can be an effective means of re-
ducing recognition uncertainties, for example through mutual dis-
ambiguation [19]. Since speech recognition and language process-
ing still face many challenges, incorporating eye gaze can poten-
tially help identify attention and facilitate interpretation of linguis-
tic expressions. For example, a higher JSD between gaze distribu-
tions may indicate a shift of attended objects, which may not be
detected if the speech is not correctly recognized and understood.
For another example, the alignment between linguistic centers and
gaze fixations will provide more reliable mappings between lin-
guistic expressions (particularly nouns) and fixated visual objects.
These mappings between words and objects will provide training
data for unsupervised learning to enable better vocabulary acquisi-
tion for automated language processing and facilitate object recog-
nition for automated vision processing.

8. CONCLUSION
This paper describes a preliminary investigation of how atten-

tion reflected by linguistic expressions in a conversation discourse
is aligned with attention indicated by eye gaze. We use Centering
Theory to model linguistic attention and gaze fixation intensity to
measure visual attention. Our empirical findings have shown some
interesting alignments between linguistic attention and gaze fixa-
tions. Nevertheless, this work is still at the beginning. Many in-
teresting questions remain. Our future work will investigate these
questions, for example, examining how the different forms of re-
ferring expressions are linked with eye gaze in human machine
conversation. We will further incorporate our empirical findings
in computational models to improve language processing such as
reference resolution and word acquisition.
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