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ABSTRACT

This paper investigates the use of amount and structure
of talk as a basis for automatic classification of patient
case discussions in multidisciplinary medical team meet-
ings recorded in a real-world setting. We model patient
case discussions as vocalisation graphs, building on research
from the fields of interaction analysis and social psychol-
ogy. These graphs are “content free” in that they only en-
code patterns of vocalisation and silence. The fact that it
does not rely on automatic transcription makes the tech-
nique presented in this paper an attractive complement to
more sophisticated speech processing methods as a means
of indexing medical team meetings. We show that despite
the simplicity of the underlying representation mechanism,
accurate classification performance (F-scores: F1 = 0.98, for
medical patient case discussions, and F1 = 0.97, for surgical
case discussions) can be achieved with a simple k-nearest
neighbour classifier when vocalisations are represented at
the level of individual speakers. Possible applications of the
method in health informatics for storage and retrieval of
multimedia medical meeting records are discussed.

Categories and Subject Descriptors

H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing; H.5.1 [Information Interfaces

and Presentation]: Multimedia Information Systems;
I.5.2 [Pattern Recognition]: Classifier design and eval-
uation

General Terms

Human Factors
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1. INTRODUCTION
Multidisciplinary medical team meetings have become an

established practice in many hospitals. These are meetings
in which a group of experts from various disciplines come
together to discuss patient cases and make patient man-
agement decisions which have broader implications with re-
spect to a number of processes. Such discussions generate
a wealth of information that is not at present captured in
traditional medical records. Since medical team meetings
are increasingly taking place in rooms fitted with telecon-
ferencing equipment and other audio-visual aids [23], digital
recording of entire discussions is becoming a distinct possi-
bility. However, the usefulness of audiovisual databases of
meetings is dependent on how effectively their contents can
be accessed. This has been evidenced by research in the
area of “meeting browsing” [36, 37, 4, 3] and the scale of
recent efforts to create meeting corpora [5, 31, 17]. This pa-
per addresses an aspect of content retrieval that might help
provide effective structured access to such resources, namely,
classification of case discussions with respect to patient man-
agement categories. We introduce a classification technique
based on “content-free” structures employed in social psy-
chology and other disciplines [9, 16]. Although content-free
analysis has been applied to the characterisation of dialogues
in terms of descriptive statistics [9, 34] and, more recently,
to meeting classification [18], this is, to our knowledge, the
first time vocalisation graphs have been used in conjunction
with a machine learning method to detect meeting type.
We show that these structures can produce accurate classi-
fication results without requiring sophisticated speech pro-
cessing or external sources of contextual information. We
interpret these results to mean that there is a degree of au-
tonomy between the structure of interactions at the meetings
we studied and their linguistic content, both of which can
be exploited in providing access to meeting records.

The paper is organised as follows. In section 1.1 we out-
line the nature of multidisciplinary medical team meetings,
their role in the patient management process, their poten-
tial as information sources in educational and organisational
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contexts, and the challenge of creating and integrating meet-
ing records into existing systems. Section 1.2 introduces the
theoretical background from which our approach to data
representation derives, tracing its origins back to early re-
search in social psychology, and reviews recent related work
from the meeting analysis literature. This is followed by a
formal statement of the classification problem and definition
of the main concepts used in the construction of vocalisation
graphs. The data gathering methodology is then presented,
along with general statistics descriptive of the classes of case
discussion targeted by our method. Section 4 describes the
classification algorithm adopted and reports on evaluation
results for two data representation schemes. The paper con-
cludes with a discussion of these results, their practical im-
plications to health informatics and, to a lesser extent, their
theoretical implications with respect to the discipline of in-
teraction analysis.

1.1 MultidisciplinaryMedical TeamMeetings
The need to develop more efficient and effective health

services guided by evidence-based best practice is driving
change in healthcare structures. Multidisciplinary medical
team working that includes regular meetings (MDTMs) is
believed to contribute to this goal. Thus, the practice of
holding MDTMs has become established in healthcare, es-
pecially for cancer patient management. From their origins
as educational and teaching fora MDTMs are becoming, for
many, an important and integral part of the patient manage-
ment process. In tandem with changing structures is recog-
nition of the necessity for access to appropriate information
for the development of best-practice guidelines. These devel-
opments pose new challenges for those designing technology
support and information systems appropriate to the needs
of healthcare staff.

Typically, several specialists (radiologists, pathologists,
physicians, medical and radiation oncologists, and surgeons)
bring their experience, knowledge and patient data to the
meeting. An MDTM is structured as a sequence of pa-
tient case discussions (PCDs). A PCD involves question-
ing among the specialists, and explanation or elaboration
of detail; opinions are exchanged and perhaps the initial
findings revised on the basis of information presented and
discussed. After the diagnosis and disease stage of the pa-
tient is clarified, a decision or recommendation is agreed on
the best next step in the management of the patient. The
potential value of records of these meetings has been recog-
nised, from a number of perspectives. They could serve as a
rich material for teaching and experience building purposes.
They are useful venues for the collection of information for
audit and evidence-based studies. They recommend patient
management and ideally should be incorporated into the pa-
tient chart or record. This latter requirement is not easily
achieved within our existing model of the patient centred
record [13].

This paper considers a proposed meeting record which
would include the discussion of patient details, the consid-
erations given to alternative or differential diagnoses, the
weighing of options for the patient in the light of current ev-
idence, annotation of artifacts, reasoning and the decisions
reached (along with any dissent). Rather than look to tra-
ditional database models for storage and retrieval of these
data, we consider an electronic capture of meeting proceed-
ings – including audio, video and annotated clinical images

– and the automatic indexing of PCDs for later analysis and
review. Our focus in this paper is on technical issues of
indexing and classification. Issues regarding the acceptabil-
ity of this form of record of multidisciplinary medical team
meeting proceedings by users and meeting participants, se-
curity, confidentiality and dependability are discussed else-
where [20], and have been addressed in ongoing research.
The broader goal of this ongoing work is to identify regular-
ities in the way MDTM participants utilise the resources of
the complex social and material environment within which
they operate. In this paper, however, we specifically inves-
tigate how regularities in the participants’ conversational
behaviour might be exploited for classification of meeting
segments with respect to type of patient case under discus-
sion.

Patient cases under discussion at MDTMs can be gener-
ally categorised as either medical or surgical. In both cases,
discussion typically opens with a presentation of the pa-
tient’s symptoms and clinical findings (including endoscopy,
for medical cases), followed by the demonstration of rele-
vant radiological and pathological images by a radiologist
and pathologist respectively. A discussion follows on the
significance of the findings and, considering current clinical
practice guidelines, participants reason and make a decision
on the next step in the patient’s management. From an or-
ganisational perspective, the main difference between medi-
cal and surgical cases is that surgical patients usually have a
medical history. In a medical case discussion, clarification of
the diagnosis is often protracted, and in surgical cases some
level of medical assessment has already taken place.

1.2 Related Work
Our initial studies of MDTMs were influenced by ethno-

graphic methods of interaction analysis and by social psy-
chology research on group behaviour. Ethnographic meth-
ods and conceptual models of interaction have been increas-
ingly employed in the area of human-computer interaction
[8, 29], usually focusing on group characteristics and the con-
text and nature of the tasks, processes and outcomes of coop-
erative activity. Although the origins of data-intensive stud-
ies of group interaction date back to a system of categories
introduced by Bales [2], such studies have been greatly facil-
itated by the increasing availability of audiovisual recording
technology which allows investigation of detail not possible
with manual methods of data collection [19]. In this paper,
we focus on paralinguistic features of group interaction, fol-
lowing a method based exclusively on the amount and struc-
ture of speech. This framework was initially developed for
analysis of two-party dialogues in psychopathology research
[16] and later extended to the study of interaction in small
groups [9]. It builds on a technique of content-free analy-
sis that uses turn-taking matrices as a way of summarising
conversational history.

Since its introduction, the idea of abstracting away from
content has attracted the attention of researchers due to a
combination of practical and theoretical factors. From a
practical perspective, content-free analysis can be reliably
automated, requiring no transcription or any form of hu-
man annotation, thus enhancing the researcher’s ability to
collect substantial amounts of data [16]. From a theoretical
perspective, its appeal includes the elimination of subjec-
tive factors necessarily associated with human annotation,
and the possibility of describing conversation and meetings
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as Markov processes [16, 9], whose mathematical properties
are well understood. Furthermore, if as argued by Sacks et
al. [33], turn-taking should be considered as a central phe-
nomenon in its own right, a content-free approach might
help identify those aspects of the system which operate in-
dependently of conversational context.

Due to the nature of its theoretical background, content-
free analysis has been employed mainly in the study of social
aspects of group interaction which, within computer science,
have traditionally found application in the area of computer-
supported cooperative work (CSCW). CSCW researchers
use vocalisation statistics (mean duration, amount of simul-
taneous speech, length of pauses, entropy, etc) as dependent
variables in assessing the effect of certain technologies (e.g.
videoconferencing) on human communication [7, 34]. We
depart from this tradition by employing content-free struc-
tures not simply as a source of descriptive statistics, but
inductively, to categorise patient case discussions.

In terms of automatic analysis of speech and meeting data,
the PCD categorisation task resembles a topic identifica-
tion task. Topic identification based on recorded speech
was initially investigated in connection with call routing [12]
and classification of audio messages on the switchboard cor-
pus [25]. More recently, several variants of topic identifi-
cation methods have been applied to the analysis of meet-
ing data. These include, among other things, detection of
group actions [24], dialogue acts [10] and salient events such
as “decisions” [15]. A related task is that of segmenting
meetings recordings into topics [14, 28, 22]. In contrast
to the method presented in this paper, many of the tech-
niques employed in dealing with these issues rely on auto-
matic speech recognition transcripts, usually combined with
a text-tiling algorithm. A promising alternative to relying
on lexical information is the use of phonetic transcriptions
as the basis for (unsupervised) segmentation [14]. The im-
portance of content-free features to information access has,
however, been acknowledged in previous research on meeting
browsing. Modelling of speaker activity changes and meet-
ing structuring based on non-lexical features was proposed
in [30] and, more recently, a technique for classification of
meetings as “cooperative” or “competitive” based on acous-
tic features has been presented [18]. The latter is somewhat
similar to the method described in this paper in that it is
also inspired by social psychology research. However, it uses
turn-structure statistics as its feature set, while our method
employs a graph-based representation which retains more
of the turn-structure itself. Furthermore, while [18] targets
categories closely associated to group dynamics (competi-
tiveness and cooperativity), our study aims to identify cate-
gories related to meeting content (type of medical discussion,
etc).

2. PROBLEM DEFINITION
Given a corpus of MDT patient case discussions anno-

tated for vocalisation patterns and case types, our goal is to
learn a classification function capable of assigning the right
case type to a previously unseen case discussion described in
terms of vocalisation patterns. The algorithm will operate
on a set C of abstract descriptions of patient case discus-
sions, which we will refer to simply as PCD descriptions.
Each PCD description will be represented as a vocalisation
graph, i.e. a directed graph G = (V, E) where V is a finite
set of vertices or nodes and E a binary relation on V . El-

ements of V are labelled by pairs (s, p(s)) representing the
probability ps that the dialogue is in state s (e.g. a vocali-
sation or a silence) at any given instant. Edges are labelled
by conditional probabilities. A probability p(t|s) labelling
an edge corresponds to the likelihood that a dialogue state
t (the terminal vertex) immediately follows dialogue state s

(the initial vertex).
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Figure 1: Sample aggregated vocalisation graph

Consultant
Medical

1.000

0.333

0.250

0.250

0.333

0.333

0.031

0.186

0.007

0.040
0.591

0.500

1.000

1.000

0.073

0.040

1.000

Pause

0.286 0.143

0.429

0.143 0.500

0.2500.250

0.032

Surgeon

SwitchingPause Senior Registrar 

Grp 

Jnr Pathologist 
Radiologist

Figure 2: Sample individuated vocalisation graph

Case representations can take the form of aggregated vo-
calisation patterns or individuated vocalisation patterns. The
former corresponds to the “GroupTalk” model proposed in
[9], which records no distinctions between individual speak-
ers. The latter is our augmented vocalisation graph model,
where each state corresponds to the vocalisations of an in-
dividual speaker (or, in this paper, to their specialist roles
at MDTMs). Examples of each representation scheme are
shown in Figures 1 and 2. Both representations can be re-
garded as Markov chains, based on periodic sampling of the
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Table 1: Summary of conversational analysis statistics for surgical and medical case discussions

Parameter p < medical surgical
Entropy (H) 0.02 2.420 2.029
Length of vocalisations (in seconds) 0.01 6.581 8.929
No. of vocalisations/minute 0.01 10.936 7.025
Length group vocalisation (in seconds) non-sig. 1.764 1.455
No. of Vocalisations per person non-sig. 3.270 3.618
No. speakers per case non-sig. 8.333 7.250
Pct. of silence per case non-sig. 4.883 3.371
Participation ratio non-sig. 0.397 0.429

audio stream. Our representation scheme, however, differs
from the GroupTalk matrices in one respect. In [9] tran-
sitions automatically triggered at the end of a 0.25-second
interval are always represented, resulting in a large number
of self-transitions, which tend to dominate the distributions.
However, since all vocalisation graphs consist of single recur-
rent, aperiodic chains, aggregate probabilities for individual
vocalisation events correspond to the node’s steady state.
Since these variables (steady state and self-transition prob-
abilities) are strongly correlated, we unclutter our graphs
by simply eliminating self-transitions, labelling nodes with
the stationary distribution, and normalising the remaining
transition probabilities. This approach reduces the undesir-
able effect of an arbitrarily chosen sampling interval on the
probabilities. Furthermore, it provides a clearer distinction
between amount and structure of talk, two concepts seen
as fundamental in content-free analysis [16, 9]. Amount of
talk is uniquely encoded by node labels, and conversation
structure is represented by edges and their labels. Thus,
Figure 1 represents a case discussion in which vocalisations
take up 95% of the time, and most vocalisations (87.7%) are
followed up by other vocalisations. Figure 2 shows the radi-
ologist as the dominant speaker, holding the floor for nearly
60% of the time and interacting mainly with the medical
consultant. The terms “vocalisation”, “silence”, and other
terms that describe interaction states in vocalisation graphs
are specified in Definition 1.

Case types are selected from a set T of category labels.
Presently, we distinguish two types of cases: medical and

surgical cases. The learnt classification function bΦ : C → T
will thus attempt to approximate a binary target function
Φ : C → T defined by human judgement codified through
annotation.

3. DATA COLLECTION
Digital video recording was taken of meeting sessions at a

major teaching hospital in a room equipped with specialised
audio and video capture equipment for teleconferencing. A
total of 19 MDTMs, or over 28 hours of meeting data (audio
and video) have been collected, containing 346 PCDs, alto-
gether. The original purpose of data collection was to inves-
tigate the diagnosis and decision making processes of mul-
tidisciplinary medical teams [20] within an interaction anal-
ysis framework [19]. For the study reported in this paper,
a dataset of 54 PCDs were segmented and annotated using
the ELAN Linguistic Annotator [26]. Definition 1 specifies
the relevant vocabulary used in our annotation scheme.

Definition 1. We distinguish the following types of dia-
logue states:
Vocalisation: the length of time that a speaker “has the

floor”. A speaker takes the floor when they begin speak-
ing to the exclusion of everyone else and speak unin-
terruptedly without pause for at least 1 second. The
vocalisation ends when a silence, another individual
vocalisation or a group vocalisation begins.

Group vocalisation occurs when two or more individuals are
speaking together. The group vocalisation ends when
any individual is again speaking alone, or a period of
silence begins.

Silence represents quiet periods of over 0.9 seconds be-
tween vocalisations. Silences can further be classified
as: pauses, switching pauses, group pauses and group
switching pauses. Pauses are silences preceded and fol-
lowed by the same speaker. Switching pauses are si-
lences between two different speakers. A group pause
is a silence between two group vocalisations. A group
switching pause is a silence between a group vocalisa-
tion and an individual vocalisation.

Although other meeting corpora exist [31, 17] which are
larger and annotated to a finer level of detail, our corpus
is unique in that it was collected in situ, under naturalis-
tic conditions (one of the authors became a member of the
multidisciplinary team and attended their MDTMs as part
of an extensive ethnographic study conducted over a period
of three years [20]) while the meeting participants were en-
gaged in a complex real-world task.

Annotation followed the methodology described in [9, 34]
and therefore focused mainly on the amount and structure
of speech activity. The metadata created for this set of 54
PCDs are in fact much more detailed, containing informa-
tion about artifacts employed during the meeting, use of
informal language, roles and other annotation layers. For
the purposes of this paper, however, only speaker activity is
considered. The dialogue states specified in Definition 1 are
similar to the ones used in [34], with an adjustment to the
minimal duration of a vocalisation. Our definition of silence
is similar to the concept of switching pauses described in
[9]. One could also define simplified notions of turns as se-
quences of vocalisations and pauses, and analogously group
turns as sequences of group vocalisations and group pauses.
However, we chose to avoid the term “turn” altogether, as it
is use in conversation analysis [33] in a different and more
complex sense. Since a satisfactory account of turn-taking
seems beyond what is currently achievable by automatic an-
notation, turns and group turns (in the sense of [33]) are
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not employed in the above described dialogue representa-
tion scheme.

While the data used in our experiments have been hand
annotated, all information needed to construct both kinds
of graphs can, in principle, be automatically extracted from
recorded audio through existing signal processing techniques
[6, 32]. However, speech detection and, specially, diarisation
techniques usually have high error rates, unless the audio is
collected under favourable conditions, which is unlikely in
MDTMs. An interesting alternative would be the use of
“sociometric badges” [27]. Since full speech recording and
transcription is not needed (nor, in fact desirable, due to
privacy concerns), these badges could be worn individually
by MDTM participants to generate the vocalisation patterns
required by our method.

Table 1 summarises the conversational analysis statistics
for the two types of patient case discussions in our dataset.
We used Welch’s t-test for all comparisons. The first row re-
flects the degree of “disorder” in PCDs, as expressed by they
entropy. Entropy is calculated for a probability distribution
P of vocalisations by n speakers, i.e. the steady state prob-
abilities for the nodes of a vocalisation graph, where each
pi corresponds to the probability that speaker si is speak-
ing at a given time during a case discussion, as set out in
equation (1).

H =

n
X

i

pi log
1

pi

(1)

Rows two through to seven show the mean values for a
number of parameters typically considered in CSCW stud-
ies [34, 20]. These include: mean duration and frequency
of vocalisations, mean number of vocalisations per partic-
ipant during a case discussion, typical number of speakers
participating in each case discussion and mean duration of
intervals of silence. The last row contains the mean values
for a metric we call participation ratio. The participation ra-
tio of a meeting participant is defined as the ratio between
the number of case discussions they took active part in and
the total number of cases discussed. The figures for mean
participation ratio in Table 1 were calculated according to
equation (2), where Ci represent the set of cases in which
speaker si produced at least one vocalisation and the sets of
case descriptions C is appropriately restricted according to
case type.

n
X

i

|Ci|

n|C|
(2)

Participation ratio figures are meant to summarise vari-
ability in the composition of the groups across case discus-
sions. Table 1 indicates a high degree of variation in both
medical and surgical meetings, showing that a speaker will
on average take part in only around 40% of all case dis-
cussions. The slightly higher participation ratio for surgical
cases reflects the fact that more specialities may have input
into a PCD on a surgical patient than on a medical patient.

4. CLASSIFICATION EXPERIMENTS
The statistics in Table 1 seem to indicate a qualitative

difference between surgical and medical patient case discus-
sions. In particular, speech distribution patterns, vocalisa-
tions and turn taking frequency differ significantly between

the two types of cases. Surgical case discussions appear to be
slightly more structured, with less turn taking and longer vo-
calisations suggesting a predominance of case presentation,
as opposed to discussion. However, these differences are
small, and there is considerable indeterminacy with respect
to the other conversational parameters. The question there-
fore is: can case discussions be automatically classified based
only on vocalisation data of the sort used in interaction
analysis and social psychology? In order to investigate this
question we have performed a few experiments employing
a simple machine learning methods, namely instance-based
learning [1], for classification. These experiments made use
of the two kinds of data representation depicted in Figure 1.

4.1 Classification with Aggregated
Vocalisation Graphs

A k-nearest neighbours (k-NN) classifier [1] was employed.
Classifier training consisted simply of storing instances and
their true classification values Φ(c). The classification func-

tion bΦ was implemented as shown in Algorithm 1. The dis-
tance metric dist(ci, cj), in line 6, can be implemented in
different ways. Graph matching scores would perhaps be
the most appropriated approach. However, for simplicity,
we chose Euclidean distance for identifying the k nearest
neighbours to the query instance. Thus, in this first experi-
ment we encode instances of aggregated vocalisation graphs,
C, as 42-tuples of the form c = (a1, . . . , a42) where the first
six attributes correspond to probabilities associated with the
dialogue states identified in Definition 1 (e.g. the probabil-
ity of occurrence of a group vocalisation) and the remaining
attributes represent transition probabilities between pairs of
dialogue states. The value of k in all experiments was auto-
matically determined through hold-one-out cross validation.

Algorithm 1. k-NN classification

1 input: cq // a query instance
2 Tr // set of training instances
3 k // number of neighbours
4 var: Knn // a set
5 for ( i in 0..k )

6 if ( ci == arg mincj∈Tr dist(ci, cj) )

7 Tr ← Tr \ ci

8 Knn ← Knn ∪ ci

9 return

10
bΦ(cq)← arg maxv∈V wi

Pk

i=1
δ(v, Φ(ci))

11 // where wi is a weight assigned ci,

12 // and δ(a, b) the Kronecker delta.

A 3-NN classifier with all weights set to 1 was tested in a
ten-fold cross validation experiment. That is, for each fold,
the classifier was trained on nine tenths of the case base
and tested on the remaining one tenth. Each fold was se-
lected by stratification so as to reflect the balance of target
classes in the dataset. This process was repeated ten times.
Results were then compiled and averaged. Contrary to our
initial expectations, classification results were rather poor.
For medical case discussions, precision (the ratio of true pos-
itives to the number of selected cases) was approximately
0.57 and recall (the ratio of true positives to the number
of target cases) was approximately 0.5. The classifier per-
formed slightly worse on surgical cases, with precision and
recall figures of 0.37 and 0.44 respectively.

In order to improve on these results we supplemented
the PCD feature set with individuated vocalisation data,
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as described in Section 2. This consisted basically in break-
ing down vocalisation nodes into their constituent speakers
and encoding the respective vocalisation transitions, as il-
lustrated in Figure 2.

4.2 Classification with Individuated Graphs
Speaker information added to the representation consisted

of unique identifiers assigned to each meeting participant. If
a graph matching approach were adopted, one might be able
to do without speaker identifiers and still employ the indi-
viduated representation. This would be similar to treating
the graphs as social networks, as used for speaker role iden-
tification in [35], for instance. However, since the number of
active participants varies from PCD to PCD this approach
would involve substructure search, which would result in a
computationally costlier classification algorithm.

In terms of the Euclidean distance approach adopted in
the previous experiment, adding speaker information caused
a dramatic increase in dimensionality, as each speaker who
participated in at least one case discussion and their vocali-
sation transitions had to be represented. This time a 4-NN
classifier was used and the contribution of each neighbour
was weighted according to the inverse square of its distance
to the query. The experimental setup otherwise remained
the same. The results obtained this way were markedly bet-
ter. All surgical cases were classified as such (recall = 1) and
precision was approximately 0.73. Conversely, medical cases
had maximum precision and 0.75 recall. This level of accu-
racy, however, is still unsatisfactory for most applications in
this domain.

Nearest-neighbour classifiers are known to be very sensi-
tive to irrelevant attributes (the so-called curse of dimen-
sionality problem). With as large a feature set as the one
used in the previous experiment, one has good reasons to
suspect that classification accuracy is being negatively af-
fected by the presence of irrelevant features. Although in-
verse distance weighting helps alleviate the problem, the ad-
verse effect of high dimensionality cannot be fully eliminated
through weighting. Feature selection (FS) techniques were
therefore applied in order to reduce dimensionality. The fea-
ture selection method chosen for our next experiment con-
sisted of discretizing [11] the attribute set A = {a1, ..., a|A|}
and ranking its attributes according to their chi square score,
χ2

a, as defined in equation (3), where m is the number of
intervals resulting from discretization, n is the number of
classes (2, in this case) and Eij the expected frequency of
aij . The attribute set was thus reduced to 34 attributes.

χ
2

a =
m

X

i=1

n
X

j=1

(aij − Eij)
2

Eij

(3)

A ten-fold cross validation experiment similar to the ones
described above was performed, and this time high accuracy
case type classification (F-score above 97%) was achieved
with a distance-weighted 5-NN classifier. All surgical cases
were classified as such (100% recall) and no medical cases
were misclassified (100% precision). Results are summarised
in Table 2, where the last column records the F-score for
each classification task with equal weight assigned to preci-
sion and recall (i.e. their harmonic mean). The values of k

for all experiments were selected through cross validation so
that k = 4 and k = 5 represent the optimal values for the
individuated data set with and without FS, respectively.

5. DISCUSSION
Content-free analysis has been advocated by social psy-

chologists as a way to investigate the dynamics of interac-
tion in dialogues [16] and collaborative meetings [9]. The
results above show that content-free vocalisation graphs can
also be useful as a means of data representation for content
indexing and classification. As can be seen in the last two
rows of Table 2, both medical and surgical cases can be accu-
rately classified once feature selection has been applied. Also
noteworthy is the fact that classification performance for in-
dividuated diagrams is robust to speaker variation. The
low participation ratio reported in Table 1 suggests that the
composition of the groups discussing each case varies con-
siderably. The classification mechanism, however, is able to
generalise over group membership differences, which indi-
cates that the generalisation is over patterns of participation
by specialist roles, rather than individuals.

The first experiment, in which we attempted to classify
patient case discussions based on aggregated diagrams of
the kind used in the GroupTalk model introduced in [9], in-
dicates that vocalisation and silence patterns alone do not
suffice in distinguishing between medical and surgical case
discussions. However, the second and third experiments,
which used individuated vocalisation graphs, showed that
accurate classification can be achieved at little extra cost.
These findings have theoretical implications with respect to
the methodology used in interaction analysis as well as prac-
tical implications for medical informatics.

An in-depth discussion of the implications of the results
above to interaction analysis methodology would fall out-
side the scope of this paper. We will, however, make some
general observations in that regard. First, the low discrimi-
nating power exhibited by aggregated vocalisation diagrams
appears to call into question their usefulness as interaction
analysis tools. The fact that, in our experiments, aggre-
gated diagrams failed to even indicate differences partially
captured by descriptive statistics (Table 1) suggests that
these models do not provide the level of detail required by
typical interaction analysis problems. In [9], an alternative
proposal which consists of assigning each speaker an indi-
vidual diagram is briefly mentioned in an apparent attempt
to address this issue. However such a strategy would not
yield easily comparable interaction summaries, except for
very small meetings. In contrast, the representational strat-
egy proposed in this paper combines an account of the dis-
tribution of speech to the idea of vocalisation patterns as a
stochastic process, producing a single, scalable conceptual
entity which, in addition to its usefulness to machine learn-
ing applications, seems to provide a more appropriate basis
for theoretical analysis.

From a medical informatics perspective, the results re-
ported in this paper point to practical applications in the
area of production, indexing and retrieval of information
from patient case discussion records. As pointed out in Sec-
tion 1, although the information generated at MDTMs could
constitute valuable resources for a number of processes in
healthcare, ranging from patient management to teaching,
incorporating audio-visual recordings of these meetings into
existing models of patient-centred record is far from straight-
forward. Research in the area of CSCW has recognised the
need for information systems in healthcare to take more ac-
count of informal discussion, differential and provisional di-
agnoses for the effective operation of multidisciplinary teams
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Table 2: Summary of k-NN classification results for different case representations

Representation FS? type k = precision recall F1

aggregated no medical 3 0.57 0.5 0.53
aggregated no surgical 3 0.37 0.44 0.4
individuated no medical 4 1 0.75 0.86
individuated no surgical 4 0.73 1 0.84
individuated yes medical 5 1 0.96 0.98
individuated yes surgical 5 0.94 1 0.97

[21]. Research has also highlighted discrepancies between
the presumed role of the electronic medical record (EMR) in
achieving service integration and the ways in which medical
workers actually use and communicate patient information
[13].

Given that MDT meeting participants work under tight
time constraints, automatic recording seems to be the only
viable approach to data gathering. Recording and storage
of multimedia meeting data in digital form have become rel-
atively commonplace in recent years. The challenge consists
in finding effective ways to structuring and providing ef-
fective access to these data. There has been considerable
research interest in the topic of information retrieval from
meeting recordings. Most approaches, however, build on
speech recognition (see [4] for a survey of recent work in
this area) or improved user-interface support for annota-
tion of content. The work presented in this paper is an ini-
tial attempt attempt to use content-free interaction analysis
techniques as a basis for classification of recorded meeting
contents. Although the techniques presented still need to be
extended and tested on larger datasets, they show promise as
a way of complementing and enhancing existing approaches.
In demonstrating that case discussion for medical and sur-
gical cases can be classified in this way, we suggest that new
paradigms can be seriously considered for electronic patient
medical records that would help support the highly interac-
tive and complex nature of medical work.

6. CONCLUSION
The content-free interaction analysis method has yielded

promising results when applied to patient case discussions
at MDTMs. Representation structures derived from simply
tracking duration and source of vocalisations can support
accurate classification of medical and surgical case discus-
sion types. Although it is necessary to distinguish among
speakers or specialist roles in order for classification to be
accurate, the technique is robust to speaker variation.

The results reported here are part of a larger on-going
study aimed at understanding the task and process at
MDTMs. Our ultimate objective is to identify how tech-
nology might be applied in such settings, including the pos-
sibility of generating an electronic meeting record with au-
tomatic indexing of cases. Indexing of cases discussed at
the meeting potentially would allow users to easily retrieve
PCDs for teaching and business purposes, including the de-
velopment of tools for analysis. To this end, we are currently
tackling the issue of automatic segmentation of MDTMs into
PCDs [22]. We are also carrying out further annotations on
the MDTM corpus so that finer distinctions of patient case
discussion types can be investigated, and the method pre-
sented above can be validated on more challenging classifi-
cation tasks.

Future work will employ individuated vocalisation dia-
grams for classification of medical and surgical cases into
subtypes according to the time within the patient care path-
way when the PCD takes place, whether the the PCD is on
a referred case from another hospital or not, and the nature
of the patient’s clinical presentation. Detection of specific
events, such as intervals during which discussion of TNM
(Tumour, Nodes, Metastases) disease stage (categorisation)
takes place is also been investigated. Finally, we are also
experimenting with graph matching approaches to nearest
neighbour selection which, as discussed in Section 4.2 might
eliminate the need for speaker identification.
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