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ABSTRACT
Digital signage in combination with computer vision offers
an effective platform for out-of-home advertisement which
can offer accurate audience measurement data. Such intel-
ligent digital signage systems can also adapt the displayed
contents to the actual audience in real time and even enable
simple non-contact human computer interaction.

In this paper we would like to show how digital signage
can be made much more effective by using computer vision
technology. Computer vision methods for face detection,
classification and recognition of people’s behavior in front of
digital displays can provide some objective data about the
people (demographic data such as age and sex for example)
who have observed the messages displayed. Furthermore,
computer vision can be used for a non-contact way of user
interaction with the displayed content.
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1. INTRODUCTION
Digital signage is the newest player in the world of out-of-

home advertising. The term digital signage refers to screens
both large and small that are used to show content and
advertising. The screens are usually networked to a main
content server which can usually be administered from any-
where in the world where an internet connection is available.

The benefits of digital signage are clear and are being
realized by thousands of retailers, government institutions,
and educators worldwide. The dynamic digital signage is eye
catching, and can be used to up-sell at point-of-sale where
add-on purchases might not normally occur. Digital signage
also serves to modernize the retail area [4].

The digital signage phenomenon has become more popular
as the cost of equipment has fallen. Large plasma or LCD
screens are more affordable today than ever before. The
servers and PCs that are used to administer the content
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are also extremely affordable. This attainability has lead to
explosive growth in the digital signage sector over the past
two years. Because of the affordability, companies both large
and small have been taking advantage of this trend. Digital
signage has also become common place in hospitals, schools,
post-secondary institutions, government, airports, shopping
malls, and financial institutions, to name a few.

Methods for face detection and recognition have recently
gained a significant progress, especially during the past few
years. Earlier face detection techniques could only handle
single frontal faces in images with simple backgrounds, while
state of the art algorithms can detect and track faces and
their poses in cluttered backgrounds [8]. Beside face detec-
tion and recognition, facial expression analysis [5], age and
ethnic [3] classification has been an active research topic.
With new pattern recognition methods we can further ana-
lyze and classify detected faces.

In the next section, we introduce the basic idea of Intelli-
gent Digital Signage and technical background how to build
such an itelligent display. Section 3 describes our system
for analysis and classification of faces. The final Section
conclude this work with the list of usefull data information
which we can get from our system and there practical use
in the marketing area.

2. THE INTELLIGENT DIGITAL SIGNAGE
With today’s technological advancement, businesses, ad-

vertisers, and marketers alike are all looking for new, atten-
tion grabbing, cost effective ways to advertise their products
and catch the eye of potential customers. By deploying an
inexpensive video sensor on the top of the screens and tak-
ing advantage of the extra, unused computing power of the
associated signage players, the system can be made intelli-
gent by measuring and adapting to the actual audience in
real time (Figure 1). Computer vision methods can detect,
categorize and analyze the people’s faces and according to
the results one can estimate the number of current viewers,
their distance from the screen, their demographics and their
behavior.

An intelligence digital signage system could display there-
fore just the advertisement targeted at the audience which is
actually present at the moment. Screen time could therefore
be billed per qualified impression. Due to the inability to
precisely target prospective clients, the equitable advertising
billing system is a very real concern for all advertisers. An
intelligent digital signage system can give the right message
to the right audience in real time. With the help of com-
puter vision methods the real-time audience measurement
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Figure 1: Example of an Intelligent Digital Signage
setup

data, message targeting, interactivity and accountability can
become a reality for today’s digital signage. This new type
of advertising is an attempt by companies to improve their
Point of Purchase Advertising techniques so these types of
advertisements are especially prevalent in stores where the
product being advertised is being sold. With the camera
hidden behind the product and the analysis of facial expres-
sion of potential customer one can detect his/her reaction
on specific product. To make the advertisement signs even
more attractive one can introduce also some simple interac-
tion with the viewers. By defining ”hot spots” in the space
before the screen/camera the viewer can select specific mul-
timedia contents just by positioning himself in the right spot.
For interaction one can use also gesticulation or other be-
havior of viewers.

In the context of our interactive fine art installation enti-
tled “15 seconds of fame” we displayed portraits of randomly
selected viewers that were graphically converted in pop-art
style [6, 7]. The general setup was actually quite similar to
an intelligent signage display. We observed that the behavior
of the audience was definitely influenced by the interactive
nature of the installation (Figure 2). Even people without
any prior information on how the installation works quickly
realized that the installation displays portraits of people who
are present at the moment. Suddenly, subtle staging takes
place in front of the installation to get one’s most favor-
able image on the screen, especially since the audience does
not know the exact moment when the next picture is taken.
But getting a share of that “fame” and seeing one’s own por-
trait on the wall proved to be quite elusive if several people
were in the audience since the featured face was selected
randomly out of all detected faces. People who would step
right in front of the installation, somehow trying to force the
system to select them for the next 15 second period, would
be more often disappointed, seeing that somebody else way
back or on the side was selected instead. A mini reality show
in the manner of Big Brother would sometimes take place
with open (Fig. 2) or more subdued competition for “media”
attention, illustrating the theatricalization and the need of
self-presentation in all spheres of life [7].

Figure 2: Children having fun in front of the inter-
active art installation “15 second of fame” [7]

3. THE FACE CLASSIFICATION SYSTEM
Research in the area of face and gesture analysis has been

driven mostly by the demands in the area of security, bio-
metrics and surveillance where the efficiency and accuracy
must be as high as possible. The accuracy of the same tech-
niques in the context of digital signage is not as critical.
More important are some other issues such as privacy in
particular. Since digital signage systems are employed also
in public places the identities of individuals should not be
revealed. Therefore the actual faces of viewers should not be
recorded; only the qualitative data associated to the detec-
tions and classifications should be recorded and sent to the
server. Additionally, in the images the viewer’s faces can be
blurred for privacy reasons.

We are developing an extended system for face recogni-
tion that can also analyze and classify faces (Figure 3) [1,
2]. We are testing this system for use in a digital sig-
nage context. The basic face recognition system consists
of four modules: detection, alignment, feature extraction,
and matching, where localization and normalization (face
detection and alignment) are processing steps before face
recognition (facial feature extraction and matching) is per-
formed.

The face detection module segments the face areas from
the background. The detected faces can be tracked using a
face tracking component. Face alignment module is aimed
at achieving more accurate location of faces since face de-
tection provides coarse estimates of the location and scale of
each detected face. Facial components, such as eyes, nose,
and mouth and facial outline, are located; based on the lo-
cation points, the input face image is normalized with re-
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Figure 3: The Extended Face Recognition System

spect to geometrical properties, such as size and pose, us-
ing geometrical transforms or morphing. The face is usu-
ally further normalized with respect to the photometrical
properties such illumination and gray scale. After a face
is normalized geometrically and photometrically, feature ex-
traction is performed to provide effective information that
is useful for distinguishing between faces of different persons
and stable with respect to the geometrical and photometrical
variations. For face matching, the extracted feature vector
of the input face is matched against those of enrolled faces
in the database; it outputs the identity of the face when a
match is found with sufficient confidence. On the feature ex-
traction level we extract features which exactly define facial
attributes which are important for distinguishing between
different classes of ages, gender, race group (Africans, Euro-
peans, Asians) and even different expressions (disgust, fear,
joy, surprise, sadness, anger). Detailed analysis can recog-
nize facial hair (beard, mustache), makeup, eyeglasses, head-
gear, shawl, and hair (style, color, and length). With tex-
ture analysis we can detect if the skin on the face is wrinkly,
smooth or even pimpled.

4. CONCLUSIONS
An intelligent digital signage system can produce real-time

data, which can be used in several ways:

• using computer vision methods analyze the audience
in front of the display in each given time period esti-
mating the number of viewers and their profiles (sex,
age, mood or activity),

• use the audience analysis to determine typical data
which is important for advertisers, such as:

– determine the precise count of actual viewers,

– compute various aggregate indices on viewership
such as dwell time, attention time, “face minutes”
etc.,

– determine precise viewership demographics,

– determine precise correlation between viewership
and content,

– the advertising can bill campaigns by the actual
impression,

• use the audience analysis in real time to:

– show specific messages according to predefined
rules, reacting to viewer profiles (for example, se-
lect the best performing messages for a particular
gender or age group) or to specific behaviors such
as approaching or turning away from the screen,
to the distance of the viewer from the display etc.,

– activate the sound only when customers are watch-
ing the screen to reduce employee fatigue,

– estimate the opportunity to see.

The intelligent signage system that adapts to the audi-
ence in real time should not over react. The audience
and its behavior should probably be classified into a
small number of classes for which particular rules could
be applied. How such an intelligent signage system
should be structured so that some general rules about
advertising could be followed and that an administra-
tor of the system could easily adapt its behavior to
different contents is an interesting research problem.
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