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ABSTRACT
With the explosive growth in mobile computing and com-
munication over the past few years, it is possible to access
almost any information from virtually anywhere. However,
the efficiency and effectiveness of this interaction is severely
limited by the inherent characteristics of mobile devices, in-
cluding small screen size and the lack of a viable keyboard
or mouse. This paper concerns the use of multimodal lan-
guage processing techniques to enable interfaces combining
speech and gesture input that overcome these limitations.
Specifically we focus on robust processing of pen gesture in-
puts in a local search application and demonstrate that edit-
based techniques that have proven effective in spoken lan-
guage processing can also be used to overcome unexpected or
errorful gesture input. We also examine the use of a bottom-
up gesture aggregation technique to improve the coverage of
multimodal understanding.

Categories and Subject Descriptors
H.5.2 [Information Interfaces and Presentation (e.g.
HCI)]: User Interfaces—input devices and strategies (e.g.
mouse, touchscreen),natural language; I.2.7 [Artificial In-
telligence]: Natural Language Processing—language pars-
ing and understanding

General Terms
Algorithms, Experimentation, Human Factors

Keywords
finite-state methods, local search, mobile, multimodal inter-
faces, robustness, speech-gesture integration

1. INTRODUCTION
With the explosive growth of wireless communication net-

works in the past few years and advances in the capabilities
of mobile computing devices, it is now possible to access
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almost any information from virtually everywhere. How-
ever, the efficiency and utility of mobile information access
is still severely constrained by the user interfaces of mobile
devices. With small keyboards and limited screen real es-
tate it quickly becomes cumbersome to maintain the same
established techniques used in non-mobile human-computer
interaction. The efficiency of human interaction with mo-
bile devices can be dramatically improved when their user
interfaces are augmented with natural modalities such as
sketched pen input [20], touch input, and speech. These
interfaces are most effective when they support multiple dif-
ferent modalities of input [3, 23, 21, 7, 11, 22, 1].

In this paper, we focus on techniques that enable multi-
modal interaction in the context of local search applications
on mobile devices supporting speech, pen, and touch in-
put. Multimodal interfaces are most effective if, in addition
to supporting input in one modality or another, they allow
users to combine multiple modalities in a single turn of in-
teraction. For example, allowing a user to issue a command
using both speech and pen modalities simultaneously. This
kind of multimodal interaction requires integration and un-
derstanding of information distributed in the two modalities.

We have been investigating methods that achieve such
multimodal integration and understanding over the past sev-
eral years [17, 18]. In recent work, we have emphasized the
issue of robust multimodal understanding to support practi-
cal applications [4]. The primary focus in that work, how-
ever, has been to provide robustness to speech recognition
errors. In this paper, we focus on techniques to provide
robustness to gesture recognition errors and highlight an
extension of these techniques to gesture aggregation, where
multiple pen gestures are interpreted as a single conceptual
gesture for the purposes of multimodal integration and un-
derstanding.

The outline of the paper is as follows. Section 2, illus-
trates the use of multimodal interfaces for local search with
examples from our prototype system. Section 3 summarizes
the approach taken for multimodal language processing and
Section 4 describes edit-based techniques for robust speech
processing. Section 5 explores the application of these tech-
niques to robust pen gesture processing and extensions of
these techniques for gesture aggregation. Section 6 presents
an experimental evaluation of the effectiveness of edit-based
techniques for pen gesture processing and Section 7 con-
cludes the paper.
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2. MULTIMODAL INTERFACES FOR
LOCAL SEARCH

In the modern world, whether traveling or going about
their daily business, users need to access a complex and con-
stantly changing body of information regarding restaurants,
shopping, cinema and theater schedules, transportation op-
tions and timetables. This information is most valuable if
it can be delivered while mobile, since users’ plans change
while they are mobile and the information itself is highly
dynamic (e.g. train and flight timetables change, shows get
cancelled, and restaurants get booked up).

In this paper, we will illustrate and evaluate our approach
to multimodal information access using data and examples
from the MATCH (Multimodal Access To City Help) sys-
tem, a city guide and navigation system that enables mobile
users to access restaurant and subway information for urban
centers such as New York City and Washington, D.C. [19,
5]. However, the techniques described apply to a broad
range of mobile information access and management appli-
cations beyond this particular task domain, such as apart-
ment finding [15], setting up and interacting with map-based
distributed simulations [10] or searching for hotels [8].

In MATCH, the user interacts with a graphical interface
displaying restaurant listings and a dynamic map showing
locations and street information. The inputs can be speech,
drawings on the display with a stylus, or synchronous mul-
timodal combinations of the two modes. The user can ask
for the review, cuisine, phone number, address, or other in-
formation about restaurants and for subway directions to
locations. The system responds by generating multimodal
presentations synchronizing graphical callouts and anima-
tion, with synthetic speech output.

For example, a user can request to see restaurants us-
ing the spoken command show cheap italian restaurants in
chelsea. The system will then zoom to the appropriate map
location and show the locations of restaurants on the map.
Alternatively, the user could give the same command mul-
timodally by circling an area on the map and saying show
cheap italian restaurants in this neighborhood. If the imme-
diate environment is too noisy or public, the same command
can be given completely using a pen stylus as in Figure 1(a),
by circling an area and writing cheap and italian.

Similarly, if the user says phone numbers for these two
restaurants and circles two restaurants as in Figure 1(b) [A],
the system will draw a callout with the restaurant name and
number and say, for example Time Cafe can be reached at
212-533-7000, for each restaurant in turn (Figure 1(b) [B]).
If the immediate environment is too noisy or public, the
same command can be given completely in pen by circling
the restaurants and writing phone (Figure 1(c)).

3. MULTIMODAL PROCESSING
In our system, multimodal integration and understanding

is performed by a single component (MMFST) which takes
as input a word lattice from speech recognition and/or a
gesture lattice which is a combination of results from hand-
writing recognition and gesture recognition (Figure 2). This
component uses a cascade of finite state operations [17, 19]
to align and integrate the content in the word and gesture
lattices and produces as output a meaning lattice which is
passed on to a multimodal dialog manager for further pro-
cessing.

Figure 2: Multimodal understanding component

In the example above where the user says phone for these
two restaurants while circling two restaurants (Figure 1(a)
[A]), assume the speech recognizer returns the word lattice
in Figure 3 (Speech). The gesture recognition component
also returns a lattice (Figure 3, Gesture) indicating that
the user’s ink is either a selection of two restaurants or a
geographical area. The multimodal integration and under-
standing component (MMFST) combines these two input
lattices into a lattice representing their combined meaning,
Figure 3 (Meaning). This is passed to a multimodal dialog
manager and from there back to the user interface where
it results in the display in Figure 1(a) [B] and coordinated
TTS output.

Speech:    

Gesture:

phone<type><info><cmd> </type>

SEM(r12,r15)
rest

<obj>

Meaning: 
<rest>

SEM(points...)

2

sel

locareaG

phone

ten

restaurantstwothesefor

</info> </cmd></rest>r12,r15 </obj>

Figure 3: Multimodal example

The alignment of speech and gesture and relation to their
combined meaning is captured in a single declarative multi-
modal grammar representation [17, 18]. The non-terminals
of the multimodal grammar are atomic symbols but each
terminal contains three components W :G:M corresponding
to the n input streams and one output stream, where W is
for the spoken language input stream, G is for the gesture
input stream, and M is for the combined meaning output
stream. The epsilon symbol (ε) is used to indicate when one
of these streams is empty within a given terminal. In ad-
dition to the gesture symbols (G area loc ...), G contains a
symbol SEM used as a placeholder for specific content. Fig-
ure 4 contains a small fragment of the multimodal grammar
used for MATCH, which includes coverage for commands
such as that in Figure 3.
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(a) (b) (c)

Figure 1: (a): Unimodal pen command (b): Two area gestures (c): Phone command in pen

The multimodal grammar can be compiled into a finite-
state device operating over two input streams (speech and
gesture) and one output stream (meaning). The symbols on
the transition arcs of the FSA correspond to the terminals of
the multimodal grammar. For the sake of illustration here
and in the following examples we will only show the portion
of the three tape finite-state device which corresponds to the
DEICNP rule in the grammar in Figure 4. The correspond-
ing finite-state device is shown in Figure 5. This three tape
machine is then factored into two transducers: R:G → W
and T :(G ×W ) → M . R:G → W (e.g. Figure 6) aligns the
speech and gesture streams through a composition with the
speech and gesture input lattices (G o (G:W o W)). The re-
sult of this operation is then factored onto a single tape and
composed with T :(G×W ) → M (e.g. Figure 7) resulting in
a transducer G W:M. Essentially the three tape transducer
is simulated by increasing the alphabet size by adding com-
posite multimodal symbols that include both gesture and
speech information. A lattice of possible meanings is de-
rived by projecting on the output of G W:M. For detailed
description of this approach see [18] and [5].

4. ROBUST SPEECH PROCESSING USING
EDIT MACHINES

Like other grammar-based approaches, multimodal lan-
guage processing based on declarative grammars can be brit-
tle with respect to unexpected or errorful inputs. On the
speech side, the brittleness of using a grammar as a language
model for recognition can be alleviated by instead building
statistical language models (SLMs) that capture the distri-
bution of the user’s interactions in an application domain.
However, to be effective SLMs need to be trained on large
amounts of spoken interactions collected in that domain –
a tedious task in itself, in speech-only systems but an often
insurmountable task in multimodal systems. The problem
we face is how to make multimodal systems more robust to
disfluent or unexpected spoken language in applications for
which little or no training data is available. In [4, 5], we
show how this challenge can be addressed using a number
of techniques including sampling data from the multimodal
grammar, and adaptation of data from different domains in
order to build SLMs for the speech recognizer (ASR).

The second source of brittleness in a grammar-based mul-
timodal/unimodal interactive system is in the assignment
of meaning to the multimodal output. In our grammar-
based multimodal system, the grammar serves as the speech-
gesture alignment model and assigns a meaning representa-
tion to the multimodal input. Failure to parse a multimodal
input implies that the speech and gesture inputs could not
be fused together and consequently could not be assigned a

S → ε:ε:<cmd> CMD ε:ε:</cmd>
CMD → ε:ε:<show> SHOW ε:ε:</show>
CMD → ε:ε:<info> INFO ε:ε:</info>
SHOW → show:ε:ε ε:ε:<rest> ε:ε:<cuis>

CUISINE ε:ε:</cuis> restaurants:ε:ε
( ε:ε:<loc> LOCPP ε:ε:</loc> )
ε:ε:</rest>

INFO → ε:ε:<type> TYPE ε:ε:<type>
for:ε:ε ε:ε:<obj> DEICNP ε:ε:</obj>

CUISINE → italian:ε:italian | chinese:ε:chinese |
new:ε:ε american:ε:new american ...

LOCPP → in:ε:ε LOCNP
LOCPP → here:G:ε ε:area:ε ε:loc:ε ε:SEM:SEM
LOCNP → ε:ε:<zone> ZONE ε:ε:</zone>
ZONE → chelsea:ε:chelsea | soho:ε:soho |

tribeca:ε:tribeca ...
TYPE → phone:ε:ε numbers:ε:phone |

review:ε:review | address:ε:address
DEICNP → DDETSG ε:area:ε

ε:sel:ε ε:1:ε HEADSG
DEICNP → DDETPL ε:area:ε

ε:sel:ε NUMPL HEADPL
DDETPL → these:G:ε | those:G:ε
DDETSG → this:G:ε | that:G:ε
HEADSG → restaurant:rest:<rest> ε:SEM:SEM

ε:ε:</rest>
HEADPL → restaurants:rest:<rest> ε:SEM:SEM

ε:ε:</rest>
NUMPL → two:2:ε | three:3:ε ... ten:10:ε

Figure 4: Multimodal grammar fragment

meaning representation. This can result from unexpected or
errorful strings in either the speech or gesture of input or un-
expected alignments of speech and gesture. For more robust
multimodal understanding, more flexible mechanisms must
be employed in the integration and the meaning assignment
phases. Robustness in such cases is achieved by either (a)
modifying the parser to accommodate for unparsable sub-
strings in the input [12, 2, 24] or (b) modifying the meaning
representation it can be learnt as a classification task using
robust machine learning techniques as is done in large scale
human-machine dialog systems (e.g. [14]).

In [4, 5] we describe a technique that overcomes unex-
pected inputs or errors in the speech input stream with the
finite-state multimodal language processing framework and
does not require training data. The basic idea is that if the
ASR output cannot be assigned a meaning then to transform
it into the closest sentence that can be assigned a meaning
by the grammar. The transformation is achieved using edit
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0

2
that:G:eps

this:G:eps

1

these:G:eps

those:G:eps

4eps:area:eps

3eps:area:eps 5eps:sel:eps

6eps:sel:eps

7

three:3:eps

ten:10:eps

two:2:eps

8
eps:1:eps

9
restaurants:rest:<rest>

restaurant:rest:<rest>

10eps:SEM:SEM 11eps:eps:</rest>

Figure 5: Multimodal three-tape FSA

0

2
G:that

G:this

1

G:these

G:those

4area:eps

3area:eps 5sel:eps

6sel:eps

7

3:three

10:ten

2:two

8
1:eps

9rest:restaurants

rest:restaurant

10SEM:eps 11eps:eps

Figure 6: Gesture/speech alignment transducer

0

2
G_that:eps

G_this:eps

1

G_these:eps

G_those:eps

4area_eps:eps

3area_eps:eps 5sel_eps:eps

6sel_eps:eps

7

3_three:eps

10_ten:eps

2_two:eps

8
1_eps:eps

9
rest_restaurants:<rest>

rest_restaurant:<rest>

10SEM_eps:SEM 11eps:</rest>

Figure 7: Gesture/speech to meaning transducer

operations such as substitution, deletion and insertion of
words. The possible edits on the ASR output are encoded
as an edit finite-state transducer (FST) with substitution,
insertion, deletion and identity arcs and incorporated into
the sequence of finite-state operations. These operations
could be either word-based or phone-based and are associ-
ated with a cost. The word-edit transducer (λW

edit) coerces
the set of strings (S) encoded in the lattice resulting from
ASR (λS) to the closest strings in the speech component of
the multimodal grammar (λW ) that can be assigned an in-
terpretation. We are interested in the string with the least
cost sequence of edits (argmin) that can be assigned an in-
terpretation by the grammar. This can be achieved by com-
position (◦) of transducers followed by a search for the least
cost path through a weighted transducer as shown below.

s∗ = argmin
s∈S

λS ◦ λW
edit ◦ λW (1)

As an example in this domain the ASR output find me
cheap restaurants thai restaurants in the the upper east side
might be mapped to find me cheap thai restaurants in the
upper east side. The edit machine described in [4] is es-
sentially a finite-state implementation of the algorithm to
compute the Levenshtein distance. It allows for unlimited
insertion, deletion, and substitution of any word for another
(Figure 8). The costs of insertion, deletion, and substitu-
tion are set as equal, except for members of classes such as
price (expensive), cuisine (turkish) etc., which are assigned
a higher cost for deletion and substitution. Membership
of these high cost classes of words is determined automati-
cally from the underlying application database. [5] presents
some variants to this basic edit FST that are computation-
ally more attractive for use on ASR lattices. One such vari-
ant limits the number of edits allowed on an ASR output
to a predefined number based on the application domain. A
second variant has more fine tuning of costs based on the
application database.

wjiw : /scost

iw : /0wi
i

w
:ε

/d
co

st

i
w:

ε
/icost

Figure 8: Basic edit machine

5. ROBUST GESTURE PROCESSING
For applications such as the local search task described

here recognition of pen gestures generally has lower error
rate than speech recognition given smaller vocabulary size
and less sensitivity to extraneous noise1. Even so, gesture
misrecognitions and incompleteness of the multimodal gram-
mar in specifying speech and gesture alignments contribute
to the number of utterances not being assigned a meaning.
In this section we explore techniques for overcoming unex-
pected or errorful gesture input streams.

The edit-based technique used on speech utterances proved
to be effective in improving the robustness of multimodal un-
derstanding. However, unlike a speech utterance, which is
represented simply as a sequence of words, gesture strings
are represented using a structured representation which cap-
tures various different properties of the gesture. The basic
form of this representation is: G FORM MEANING (NUM-
BER TYPE) SEM. FORM indicates the physical form of
the gesture, and has values such as area, point, line, and
arrow. MEANING provides a rough characterization of the
specific meaning of that form; for example, an area can be

1Note however that in applications involving freehand
sketching [1] or 3D gesture input using computer vision ges-
ture recognition is considerably more complex and may be
as or more prone to errors than speech.
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2:1

2:2

1:1

:

:

area:line

area:area Σ:Σ

Σ:ε

:
/substc

sel:loc

sel:sel

loc:loc

coord:coords

1 2 3 40

loc:sel/substcarea:point

/delc

line:line

/delc

point:point coord:coord

/substcpoint:area

:

G

Σ:Σ

Σ:ε

Figure 9: A finite-state transducer for editing ges-
tures

Figure 10: Multiple ways to select three restaurants

either a loc (location) or a sel (selection), indicating the dif-
ference between gestures which delimit a spatial location on
the screen and gestures which select specific displayed icons.
NUMBER and TYPE are only found with sel. They indi-
cate the number of entities selected (1,2,3, many) and the
specific type of entity (e.g. rest (restaurant) or thtr (the-
atre)). Since the gesture is represented as a lattice rather
than a single sequence of symbols, imprecise gestures where
it is not clear which of several entities are selected can be
represented as multiple different paths through the lattice.
Likelihood of each possible selection is captured using rel-
ative costs on each path, based on factors such as distance
from the gesture to the selected item.

Editing a gesture representation implies allowing for re-
placements within the value set. We initially adopt a simple
approach that allows for substitution and deletion of values
for each attribute, in addition to the deletion of any gesture.
We did not allow for general insertion of gestures since it is
not clear which content to attribute to a newly inserted ges-
ture. One of the problems is that if you have, for example,
a selection of two items and you want to increase it to three
selected items it is not clear a priori which entity to add as
the third item.

As in the case of speech, the edit operations for gesture
editing can be encoded as a finite-state transducer (Fig-
ure 9). In this gesture edit transducer delc represents the
delection cost and substc the substitution cost. The costs
used in the gesture edit transducer can be learned from data
or hand crafted based on knowledge of the application. In
our initial implementation and evaluation the assigned costs
are equal. In ongoing work we are exploring the use of other
features of the gesture and context to set costs for edit oper-
ations. For example, substituting a line with a point should
be sensitive to the number of points that make up the line,
with lines consisting of very few points having a lower cost
for substitution with a point. Note also that the combina-
tion with speech plays an important role in which edits are

applied since the speech input will only align with certain
paths in the gesture lattice.

Table 1 is an illustrative example of the role of gesture
editing in overcoming errors. In this case the user has drawn
an area which has been misrecognized as a line. Also, af-
ter the area, there was a spurious pen tap which has been
recognized as a point gesture. The gesture edit transducer
allows for substitution of line with area and for deletion of
the spurious point gesture (among other possible edits). In
this case the speech is chinese restaurants here which the
multimodal grammar aligns with an area gesture and so an
edit path is chosen where the line is substituted with area
and the point deleted.

Speech chinese restaurants here
Gesture G line loc SEM G point loc SEM
Possible gesture
after editing G area loc SEM

Table 1: Gesture editing

5.1 Insertion of Gestures through Aggregation
One kind of gesture editing that supports insertion is ges-

ture aggregation, introduced in [19] and expanded on here.
Gesture aggregation allows for insertion of paths in the ges-
ture lattice which correspond to combinations of existing
temporally adjacent gestures. These insertions are possi-
ble because they have a well defined meaning based on the
values of the combining gestures. These insertions allow
for alignment and integration of deictic expressions with se-
quences of gestures which are not specified in the multi-
modal grammar. This overcomes problems identified in [16]
regarding multimodal understanding and integration of deic-
tic numeral expressions such as these three restaurants. The
problem is that for a particular spoken phrase there are a
multitude of different lexical choices of gesture and combi-
nations of gestures that can be used to select the specified
plurality of entities (e.g. three) and all of these need to be in-
tegrated with the spoken phrase. For example, as illustrated
in Figure 10, the user might circle all three restaurants with
a single pen stroke, circle each in turn, or circle a group of
two and group of one. The split into a group of two and a
group of one is most likely if some natural feature intervenes
(a road or river) or if there is some other entity inbetween
which the user does not wish to select.

In our implementation, gesture aggregation serves as a
bottom-up pre-processing phase on the gesture input lat-
tice. A gesture aggregation algorithm traverses the gesture
input lattice and adds new sequences of arcs which represent
combinations of adjacent gestures of identical type. The op-
eration of the gesture aggregation algorithm is described in
pseudo-code in Algorithm 1 below. The function plurality()
retrieves the number of entities in a selection gesture, for ex-
ample, for a selection of two entities g1, plurality(g1) = 2.
The function type() yields the type of the gesture, for ex-
ample rest for a restaurant selection gesture. The function
specific content() yields the specific IDs.

Essentially what this algorithm does is perform closure
on the gesture lattice of a function which combines adjacent
gestures of identical type. For each pair of adjacent gestures
in the lattice which are of identical type, a new gesture is
added to lattice. This new gesture starts at start state of
the first gesture and ends at the end state of the second
gesture. Its plurality is equal to the sum of the pluralities

229



of the combining gestures. The specific content for the new
gesture (lists of identifiers of selected objects) results from
appending the specific contents of the two combining ges-
tures. This operation feeds itself so that sequences of more
than two gestures of identical type can be combined.

Algorithm 1 Gesture aggregation

P ⇐ the list of all paths through the gesture lattice GL
while P �= ∅ do

p ⇐ pop(P )
G ⇐the list of gestures in path p
i ⇐ 1
while i < length(G) do

if g[i] and g[i + 1] are both selection gestures then
if type(g[i]) == type(g[i + 1]) then

plurality ⇐ plurality(g[i]) + plurality(g[i + 1])
start ⇐ start state(g[i])
end ⇐ end state(g[i + 1])
type ⇐ type(g[i])
specific ⇐ append(specific content(g[i]),

specific content(g[i + 1])
g′ ⇐ G area sel plurality type specific
Add g′ to GL starting at state start and ending
at state end
p′ ⇐ the path p but with the arcs from start to
end replaced with g′

push p′ onto P
i ⇐ i + 1

end if
end if

end while
end while

For the example of three selection gestures on single restau-
rants as in Figure 10(2), the gesture lattice before aggrega-
tion is as in Figure 11(a). After aggregation the gesture
lattice is as in Figure 11(b). Three new sequences of arcs
have been added. The first from state 3 to state 8 results
from the combination of the first two gestures. The second
from state 14 to state 24 from the combination of the last
two gestures, and the third from state 3 to state 24 from the
combination of all three gestures. The resulting lattice after
the gesture aggregation algorithm has applied is shown in
Figure 11(b). Note that minimization has been applied to
collapse identical paths.

A spoken expression such as these three restaurants is
aligned with the gesture symbol sequence G area sel 3 rest
SEM in the multimodal grammar. This will be able to com-
bine not just with a single gesture containing three restau-
rants but also with our example gesture lattice, since aggre-
gation adds the path: G area sel 3 rest [id1,id2,id3].

We term this kind of aggregation type specific aggrega-
tion. The aggregation process can be extended to support
type non-specific aggregation to support cases where users
refer to sets of objects of mixed types and select them using
multiple gestures. For example in the case where the user
says tell me about these two and circles a restaurant and then
a theatre, non-type specific aggregation applies to combine
the two gestures into an aggregate of mixed type G area sel
2 mix [(id1,id2)] and this is able to combine with these two.
For applications with a richer ontology with multiple levels
of hierarchy, the type non-specific aggregation should assign
the aggregate to the lowest common subtype of the set of en-
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16
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1

[id2,id3]
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rest

[id3]

(a) (b)

Figure 11: Aggregated lattice

tities being aggregated. In order to differentiate the original
sequence of gestures that the user made from the aggregate,
paths added through aggregation can be assigned additional
cost.

6. DATA AND EXPERIMENTS
To evaluate the approach, a corpus of multimodal data

was collected in a laboratory setting from a gender balanced
set of sixteen first time users. The subjects were AT&T
personnel with no prior knowledge of the system and no ex-
perience building spoken or multimodal systems. A total of
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833 user interactions (218 multimodal / 491 speech-only /
124 pen-only) resulting from six sample task scenarios were
collected and annotated. The subjects completed a series of
six sample task scenarios of varying complexity. These in-
volved finding restaurants of various types and getting their
names, numbers, addresses, or reviews, and getting subway
directions between locations. Users were not prompted to
use particular modalities or commands and so the choice of
modality reflects a natural distribution of this task domain.
Their inputs were then annotated for speech, gesture, and
meaning using a multimodal log annotation tool [13].

For evaluation of our approach we focus on concept ac-
curacy. We developed an approach, similar to [9, 6], in
which the meaning representation, in our case XML, is trans-
formed into a sorted flat list of attribute-value pairs indi-
cating the core contentful concepts of each command. The
attribute-value meaning representation normalizes over mul-
tiple different XML representations which correspond to the
same underlying meaning. For example, phone and address
and address and phone receive different XML representa-
tions but the same attribute-value representation. For the
example phone number of this restaurant, the XML repre-
sentation and corresponding sorted attribute value represen-
tation (A/V) are as in Table 2. Concept Sentence Accuracy
measures the number of user inputs for which the system got
the meaning completely right (This metric is called Sentence
Understanding in Ciaramella [9]).

XML <cmd><info><type>phone</type><obj>
<rest>[r12,r15]</rest></obj></info></cmd>

A/V cmd : info type : phone object : selection

Table 2: Attribute value representation

We conducted two experiments evaluating the effective-
ness of the gesture edit machine on this corpus. We first
examined the impact of gesture editing on accuracy specifi-
cally within the subset of the data which is multimodal. In
order to factor out the impact of speech errors, in this first
experiment, we leave out examples where the speech refer-
ence string is out of grammar and use the transcribed string
along with the gesture lattice from the gesture recognizer
as inputs to the multimodal integration and understanding
system. This dataset consisted of 174 multimodal utter-
ances that were covered by the speech grammar. For 55.4%
of the utterances, we obtained the identical attribute-value
meaning representation as the human transcribed meaning
representation. Applying the gesture edit transducer on the
gesture recognition lattices, and then integrating the result
with the transcribed speech utterance, produced a signif-
icant improvement in the accuracy of the attribute-value
meaning representation. For 68.9% of the 174 multimodal
utterances, we obtained the identical attribute-value mean-
ing representation as the human transcribed meaning rep-
resentation, a 22.5% relative improvement in the robustness
of the system that can be directly attributed to robustness
in gesture integration and understanding.

In our next experiment, we examined the impact of ges-
ture editing on the performance of the system as a whole,
where both the speech and gesture edits are allowed and we
operate on the recognized speech rather than the transcrip-
tion. In Equation 2, we formulate the process of editing
the speech and gesture lattices. The speech lattice (λS) en-

codes the set of strings S from the speech recognizer which is
edited using the word-edit machine (λW

edit). The gesture lat-
tice (λG) encodes the set of gestures G from the gesture rec-
ognizer which is edited with the gesture-edit machine (λG

edit).
The edited lattices are aligned using the R:G → W trans-
ducer introduced in Section 2. We then search for the least
cost path (with minimum number of edits) (argmin) that
pairs the edited speech string with the edited gesture string.

(g∗, s∗) = argmin
(g,s)∈G×S

(λG ◦ λG
edit) ◦ R ◦ (λS ◦ λW

edit) (2)

In Table 3, we summarize the overall accuracy improve-
ments from applying both speech and gesture editing tech-
niques. On the 709 speech-only and multimodal utterances,
the grammar-based multimodal integration and understand-
ing model achieves a concept accuracy of 38.9% using the 1-
best ASR and gesture recognizer output. This low accuracy
is to be expected given that a large proportion of the user’s
utterances are not encoded in the multimodal grammar. On
editing the ASR 1-best output using the edit machine shown
in Figure 8 and integrating with unedited gesture lattice, we
obtain a concept accuracy of 51.5%. Using the speech edit
machine that incorporates knowledge about the application
database, the concept accuracy improves to 63.2%. And fi-
nally, incorporating gesture edits in conjunction with speech
edits improves the concept accuracy to 64.5%. While there is
a significant improvement in concept accuracy attributable
to gesture editing, the impact of gesture editing is smaller
than that seen from speech editing However, this is some-
what to be expected since far more of the data is speech only
than multimodal and in this domain there are considerably
more recognition errors and out of grammar utterances in
the speech stream than the gesture stream.

There are a number of other methods for achieving robust-
ness to speech and gesture recognition errors as mentioned
in Section 4. Most of these techniques are not declara-
tive in nature and the application knowledge is tightly inte-
grated into the program for achieving robustness. We found
that encoding the edit operations in a declarative manner
as a finite-state transducer allowed us to naturally extend
these techniques to apply on speech and gesture lattices.
This approach is particularly attractive for multimodal lan-
guage processing since lattice representation of recognition
hypotheses from each of the input modes is the most efficient
way to exploit mutual compensation across these modes. In
future work, we would like to explore learning from data
how to balance gesture editing and speech editing based on
the relative reliabilities of the two modalities.

Approach Concept Sentence Accuracy
Grammar-based 38.9%
Speech-edit 51.5%
Tuned-speech-edit 63.2%
Tuned-speech+Gesture-edit 64.5%

Table 3: Concept accuracy using speech and gesture
recognition output

7. CONCLUSIONS
Multimodal interfaces have tremendous potential to in-

crease the usability and utility of mobile information services
such as local search. To reach this potential, robust meth-
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ods for multimodal integration and understanding are re-
quired that can be authored without access to large amounts
of training data before deployment. We have shown here
how techniques initially developed for overcoming errors and
unexpected strings in the speech input, can be applied to
gesture processing, resulting in overall improvement in the
robustness and effectiveness of finite-state mechanisms for
multimodal understanding and integration.

8. ACKNOWLEDGMENTS
We thank Patrick Ehlen, Helen Hastie, Candace Kamm,

Preetam Maloor, Amanda Stent, Gunaranjan Vasireddy, Mar-
ilyn Walker, and Steve Whittaker for their contributions to
the MATCH system. Thanks also to the anonymous review-
ers for their helpful comments.

9. REFERENCES
[1] A. Adler and R. Davis. Speech and sketching for

multimodal design. In Proceedings of 9th International
Conference on Intelligent User Interfaces, pages
214–216. ACM Press, 2004.

[2] J. Allen, D. Byron, M. Dzikovska, G. Ferguson,
L. Galescu, and A. Stent. Towards conversational
human-computer interaction. AI Magazine,
22(4):27–38, December 2001.
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