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ABSTRACT

Spatialization of sound sources in depth allows a hierarchical
display of multiple audio streams and therefore may be an
efficient tool for developing novel auditory interfaces. In this
paper we present an audio-haptic interface for audio brows-
ing based on rendering distance cues for ordering sound
sources in depth. The haptic interface includes a linear posi-
tion tactile sensor made by conductive material. The touch
position on the ribbon is mapped onto the listening position
on a rectangular virtual membrane, modeled by a bidimen-
sional Digital Waveguide Mesh and providing distance cues
of four equally spaced sound sources. Furthermore a knob
of a MIDI controller controls the position of the mesh along
the playlist, which allows to browse the whole set of files.
Subjects involved in a user study found the interface intu-
itive and entertaining. In particular the interaction with the
stripe was highly appreciated.

Categories and Subject Descriptors

H.5.2 [Information Interfaces and Presentation|: User
Interfaces

General Terms

Experimentation, Human Factors, Performance

1. INTRODUCTION

1.1 The Use of Distance Information

While most research dedicated to the design of new audi-
tory interfaces focuses on directional spatialization of multi-
ple sound sources [12] [16], 13 [, 2], we propose an interface
based on distance information. The motivation is driven by
the ability of depth information to provide a hierarchical re-
lationship between objects and therefore bring the attention
of the user on the closest sound source while still hearing
the other ones in the background. We believe that auditory
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interfaces would take great advantage of the depth dimen-
sion to provide additional information on the spatial layout
of sound sources and therefore improve the organization of
the auditory scene. In 1990, Ludwig [7] already suggested
that techniques used in the music industry, such as reverber-
ation and echo, could be valuable to the ordering of multiple
sound sources in auditory interfaces.

Auditory distance cues include intensity, direct-to-reverberant
energy ratio, spectrum and binaural cues (Refer to [18] [10]
for detailed reviews of distance cues). Their respective con-
tributions to distance perception may differ according to the
nature of and the familiarity with the sound source and
the environment, as well as the availability of other non-
acoustical cues. In general, distance perception is much less
accurate than directional localization. Nevertheless, we are
rather interested in the perception of the relative distances
between multiple sound sources, assuming that the user is
able to discriminate between the respective positions of the
sound sources. The studies of Strybel and Perrott [I5] and
Zahorik [19] touch upon the human perception of distance
changes by measuring the resolution of source distance with
the intensity cue and the direct-to-reverberant energy ra-
tio cue respectively. Both studies suggested the possibility
that the aforementioned cues represent distance changes, al-
though the threshold of the direct-to-reverberant energy ra-
tio is much coarser than the threshold of the intensity cue.

1.2 Related Work

With the ability to manipulate the spatial relationships
between sound sources in depth, users may be able to fo-
cus their attention on a specific sound source corresponding
to the closest distance to him or her. This manipulation
is closely related to the technique called acoustic zooming,
which accomplishes the focus on a specific object out of a
multitude of sound sources. This is generally done by in-
creasing the intensity of an object, for example as a func-
tion of its relative distance to the pointer controlled by the
user [I7, [II], or as a function of the direction of the source
compared to the user’s median plane [I3 2]. The Sonic
Browser developed by Fernstrém and Brazil [2] is a repre-
sentative application of the use of acoustic zooming for audio
browsing. The spatial location of sound sources is rendered
by stereo panning, i.e. loudness difference between the left
and right channel. Further assistance to sound localization
is given by a function that defines the range of perception,
called aura. More precisely, it allows to get a finer discrimi-
nation between adjacent sound sources, acting like a zoom,
in addition the radius of the aura is controllable by the user.
The evaluation of the prototype [3] showed that simultane-



ous rendering of multiple stereo-spatialized sound sources
allowed to complete the task faster than single-stream ren-
dering. Without any spatialization layer it was shown that
multiple concurrently presented earcons jeopardize the iden-
tification of the menu items [§]. On the contrary, using the
human ability to localize sound sources in space may offer
benefits to multi-stream rendering for identification tasks.
In their study, Pitt and Edwards [11I] showed that a lin-
ear menu with 2 to 8 sounds presented simultaneously and
panned between the left and right channel produced a fastest
average search time compared to the condition where only
the sound associated to the pointer’s position was played at
a time. They also suggested that the task was more natural
with concurrently presented sound sources, similar to iden-
tification of sound sources in real life situations.

Instead of manipulating directly distance cues such as the
intensity, which may also be manipulated by the user and
therefore make this cue unreliable, spatialization techniques
may offer better alternatives for distance rendering by mak-
ing the dynamic auditory environment more natural. In
particular, recent studies have shown the ability of physical
modeling of acoustic propagation to simulate acoustical en-
vironments. Of interest is the study conducted by Fontana
and Rocchesso [5] which has underlined the effectiveness of
a Digital Waveguide Mesh (DWM) modeling a rectangular
parallelepiped to provide acoustic depth cues. Listening ex-
periments using this model have shown its ability to render
the apparent distance of sound sources. The only drawback
of the proposed model was the high amount of computa-
tional resources required to simulate the environment, which
did not allow a realtime application.

2. THE USER HAPTIC INTERFACE
2.1 Design Approach

This paper presents an interface meant to navigate among
multiple audio streams ordered in depth and using a haptic
input from the user. Auditory depth information is pro-
vided by a Digital Waveguide Mesh modelizing a bidimen-
sional membrane and is presented in section The user
haptic interface consists of a ribbon controller, the Infu-
sion Systems SlideLong, inspired by music controllers.The
choice of a linear position touch sensor is validated by its
common use for browsing through the playlist on portable
music players equipped with touch sensors. In addition, the
SlideLong has an active area of 210 x 20 mm?, and therefore
exhibits a main dimension along which distance information
may be explicitly understood. Since the ribbon has a rect-
angular geometry, it also allows an easy analogy with the
geometry of the rectangular DWM simulating the auditory
environment. The controller gives a value depending on the
position at which the touch is made. Therefore, the continu-
ous interaction is performed by a mapping of the position of
the user’s finger on the ribbon onto the position of a virtual
microphone on the membrane.

2.2 Prototype Development for Audio
Browsing

The position tactile sensor gives a value corresponding to
the touch position on the ribbon. A gamepad plays the
role of sensor interface and is connected to the USB-port
of the computer. As underlined by Jensenius et. al [6],
such a game controller has the advantages of being cheap
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Figure 1: Picture of the setup.

and having analog inputs which comply to the 0-5volt sen-
sor outputs. Besides connecting the sensor outputs on the
motherboard is easy and the device uses the Human Inter-
face Device driver supported in Max/MSPH, which allows
to make a fast, simple and low-cost interface sensor out of
the game controller. The incoming values in Max/MSP are
read by the built-in human interface object and are scaled
to float numbers between 0 and 255. Therefore, after rescal-
ing, the incoming value from the ribbon controller provides
the listening position input to the computation of the audi-
tory signals in the DWM. In this way, a coherent mapping
is performed between the touch position on the ribbon and
the position of a virtual microphone in the DWM, and by
moving the finger on the ribbon the user may explore the
virtual environment where different audio streams are being
attributed different positions. Like music controllers, this
touch sensor intends to provide an interface that is intuitive
to use with immediate and coherent response to user’s ges-
ture.

Due to restrictions of hearing discrimination capability, it
was found by informal listening tests that at most four au-
dio streams could be reproduced in the virtual environment.
Therefore a second haptic interface is added in order to al-
low to browse among more sound files. For this purpose, we
use one of the rotary encoders of a keyless MIDI controller
(the Novation ReMOTE ZeRO SL), which is available at our
laboratory. The controller is connected to the USB-port of
the computer. The encoder has discrete steps and there-
fore may be easily manipulated to switch between discrete
levels. Like the position tactile sensor, its output value is
read in Max/MSP, and determines the four audio streams
processed in the virtual environment. Figure [Il shows the
complete setup.

3. MODELING OF THE AUDIO SPACE

3.1 The Acoustic Environment

Our proposed virtual acoustic environment consists of a
rectilinear two-dimensional mesh whose digital waveguides
simulate acoustic wave transmission between each internal
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Figure 2: Zoom on a node which is connected to other odes
via waveguides 1, 2 and 4. Waveguide 3 leads to a partially
absorbing boundary. Triangles filled in black represent ori-
ented unit delays.
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Figure 3: The virtual membrane with the sound source and
the measurement positions. All sizes are in centimeters.

junction. Each waveguide models the wave decomposition
of a pressure signal p into its wave components p™ and p~,
and each lossless node scatters 4 input signals coming from
orthogonal directions, p7, ..., p{ into corresponding output
signals p7, ..., p; (see Fig. ). The properties of the wall
materials contribute to the acoustics of a 3D space. This is
also the case for a bidimensional acoustic environment since
horizontal waves interact with the surface boundaries. Re-
flections from the boundaries are modeled by Digital Waveg-
uide Filters (DWF), whose coefficients have been tuned to
model specific reflective properties of real surfaces [4]. Fi-
nally, the number of nodes can be converted into the cor-
responding membrane dimensions once the speed of sound
and the sampling frequency of the simulation have been de-
termined. Due to software restrictions, the mesh dimen-
sions are chosen to be 110 x 5 nodes, which correspond to a
120 x 5cm? membrane. The model has been implemented
in Max/MSP as an external object for realtime simulations.

3.2 Acoustical Properties of the Membrane

In order to investigate the auditory distance cues inside
the virtual environment, impulse responses are computed at
different distances on the membrane, corresponding to the
positions of the four audio streams. The sound source is
assumed to be point-wise and is located on the y-axis of
the mesh, at 6.6 cm from the boundary. Measurements of
impulse responses are carried out at four positions, on the
y-axis of the membrane. Refer to Fig. Bl for the source
and measurement positions. Simulation of the listening en-
vironment was carried out in Matlab. Figure [ shows the
frequency responses up to 5 kHz, measured respectively at
6.6 cm and 115.5 cm on the virtual membrane .
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Figure 4: Frequency responses up to 5kHz on the mem-
brane . Top: 6.6 cm. Bottom: 115.5cm.
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Figure 5: Average magnitude of the impulse response as
a function of distance. Solid line: 2D mesh. Dashed line:
Reference open space.

3.2.1 Overall Intensity Level

Figure Bl shows the variation of the total energy with dis-
tance. By comparing with the energy decrease in open space,
characterized by the well-known 6 dB law, it can be seen that
the overall intensity on the membrane decreases significantly
less. This behavior allows to hear even the farthest sound
sources at any location on the membrane. In addition, the
volume can be manipulated by users, which might make the
intensity cue unreliable for judging distance. Another rea-
son for limitating the intensity cue for distance judgment
is that the level of direct sound varies both with distance
and with the energy emitted from the sound source, so that
the listener needs some a priori knowledge about the sound
source level in order to evaluate its egocentric distance.

3.2.2 Direct-to-Reverberant Energy Ratio

The virtual acoustic space we have designed aims at ren-
dering depth information mainly thanks to the direct-to-
reverberant energy ratio cue. For each impulse response,
the delay of the direct sound is deduced from the distance
between the sound source and the listening point, and is re-
moved from the impulse response. Afterwards the direct
energy is integrated among the first 2.5ms of the delay-
free impulse responses, which approximates the duration
of Head Related Impulse Responses measured in anechoic
conditions and therefore captures the direct path of the
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Figure 6: Direct-to-reverberant energy ratio as a function
of distance. Solid Line: 2D mesh. Dashed line: Approxima-
tion of a natural environment.

sound signal [9]. Finally the reverberant energy is calcu-
lated from the tail of the delay-free impulse responses. Fig-
ure [6] shows the values of the direct-to-reverberant energy
ratios for different distances on the mesh. For comparison
the direct-to-reverberant energy ratio v was computed for a
natural environment, modeled by Zahorik with the function
v = —3.641og,(r) + 10.76 [I9]. The two curves follow the
same trajectory, suggesting that the direct-to-reverberant
energy ratio in the virtual environment follows a natural be-
havior. Moreover the values of the ratios are much lower in
the 2D mesh than in the natural auditory space as it can
be noted by comparing the solid line with the dashed line
in Fig. [6], which means that the amount of reverberation is
exaggerated in the virtual environment.

The other known auditory distance cues, namely the In-
teraural Level Difference (ILD) and the spectrum, are not
provided by the present model. This is motivated by their
relatively weak contribution to distance perception. First
ILDs, which arise due to intensity differences between the
two ears, are null on the median plane and therefore will
not provide any distance information for sound sources di-
rectly in front or behind the listener [I4] as it is the case
in our virtual environment. About the spectrum changes
due to the air attenuation of high frequencies, they occur
for very large distances (superior to 15m) which lie beyond
the available length of the mesh. As a result, the only pieces
of information about the distance of a sound source in the
mesh are the intensity and mostly the direct-to-reverberant
energy ratio.

4. USER STUDY

An experiment was designed to evaluate the interface de-
scribed in Section 2] in a task of audio browsing.

4.1 Method

4.1.1 Participants

Twelve Italian students (one woman and eleven men) from
the University of Verona, Italy, aged 22-26 years old, par-
ticipated in the experiment. All reported to have normal
hearing. One is a DJ in his free time and two are musicians.

4.1.2  Stimuli and Apparatus

The playlist consisted of twelve loop samples intended for
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Figure 7: Four sound files are simultaneously processed in
the DWM and the increment of the knob’s value enables to
move the mesh 8 sound files forward (left figure) or 4 sound
files forward (right figure).

DJs found on Internetd. Most of them had a bpm of 130,
and the others were also set at 130 bpm by time stretching.
Presenting all the music pieces at the same bpm prevents
from creating a cacophony in the virtual environment which
makes the identification task more difficult and less pleasant.
This observation was made during a preliminary user study
with various pieces of pop music. In addition, we believe
that the present interface may be particularly appropriate
for DJs who handle loop samples and must in real time look
for new ones with the same bpm. Finally, the twelve wave
files were RMS equalized to avoid bias due to intensity dif-
ferences between the samples.

The ribbon and the knob described in section [2] were used
for the experiment and connected to the USB-ports of an
Apple MacBook Pro computer. Data from the ribbon were
rescaled to fit the length of the DWM. Four sound files were
equally spaced on the y-axis of the 120 cm virtual membrane,
placed at 6.6, 42.9, 79.2 and 115.5 cm respectively. The ob-
jective of the knob was to be able to switch the four sound
files processed in the mesh and simultaneously available to
the user. In a preliminary evaluation test, incrementing the
value of the encoder enabled to move one sound file forward
or backward in the playlist. It was however found to be not
very efficient. As a consequence, it was chosen to jump over
more soundfiles when incrementing the encoder’s value.
Processing of the incoming MIDI data as well as spatial-
ization in the DWM were carried out in Max/MSP. The
output mono audio signal was presented over a pair of Bey-
erdynamic DT 770 headphones, and the sound level control
of the computer was kept constant for all users. The exper-
imental setup may be seen in Fig. [Il

4.1.3 Conditions

Advancing of 3 and 4 sound files by incrementing the
knob’s value were retained as the two conditions studied in
the experiment and are respectively named condition 3 and
condition 4. Figure[7l shows how the knob’s increment oper-
ates on the selection of the four concurrently playing audio
files spatialized in the DWM. The reason for choosing these
two conditions is to study the two different mental represen-
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tations that may be induced by the two implementations.
In condition 3, the overlap between consecutive windows is
intended to model advancing in a linear space. This condi-
tion is therefore meant to make the user explore the whole
set of sound files as a monodimensional space, which may
be accessed through a window of 4 sound sources. As for
condition 4, a different mental representation of the space
should arise: this condition allows to find each file in only
one block of four sounds, and the blocks are independent
from one another. As a consequence, the mental representa-
tion is no meant to be linear since one could explore the first
block, then the third one and finally the second one. In this
case the different blocks are rather represented as parallel
spaces containing different sound files.

4.1.4 Procedure

The two conditions were assigned to different groups of
subjects. For each condition, the twelve sound files of the
playlist were randomly ordered for both training and evalu-
ation phases. After being instructed about the functioning
of the two haptic interfaces, users put on the pair of head-
phones and were allowed to browse freely among the twelve
sound files in order to get acquainted with the tool. They
could spend as much time as they needed for this training
phase.

In the second phase, namely the evaluation phase, the exper-
imenter played once a target sound file selected randomly in
the playlist for 10 seconds. In the beginning of each search
the knob was reset. Then the experimenter gave the go-
ahead to the user for searching the sound file in the playlist.
When the sound file was found, the user had to press the
button above the encoder on the ReMOTE ZeRO SL. Just
as the button was pressed, the time required to find the tar-
get file, the position of the user’s finger on the ribbon and
the value of the encoder were recorded. In addition to these
data, a log file holding the values of the encoder and the
position on the ribbon every 100 ms was saved for each sub-
ject. The whole experiment consisted in three consecutive
sessions. For each of them, the user had to find each of the
12 sound files selected randomly among the playlist. There-
fore each participant had to find a total of 36 target files.
After the experiment, a debriefing phase allowed to get a
subjective evaluation of the prototype by asking users ques-
tions such as “Was the task difficult?”, “What do you think
about the usability of the ribbon and the slider?”, "What
would you suggest to improve the interface?”, etc... These
questions were only suggested to the users as they could
freely write down their comments.

4.2 Results

4.2.1 User testing

The position of the finger on the ribbon and the level of
the knob when the user reached the estimated position of
the target sound file were used to compute the difference
between the estimated position and the actual position of
the target file. Results are displayed as a function of the
actual sound file position on the ribbon. Figure [§ shows the
distributions of the users’ answers, for both conditions. The
threshold for deciding whether the sound file found by the
user was effectively the target sound file was logically cho-
sen to be at half distance between the actual position of the
sound source on the ribbon and the position of the adjacent
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Figure 8: Boxplots of the distributions of the estimated po-
sition versus the actual position of the target file. Outliers
are marked by ‘o’. Dot-dash lines represent the actual po-
sitions of the sound sources. Top: condition 3. Bottom:
condition 4.

sound source(s). In this way, the percentage of good an-
swers could be calculated. A value of 93.02 % was achieved
for condition 3, and 93.75 % for condition 4. Both conditions
showing similar results, a linear regression between the esti-
mated positions and the actual positions of the sound files
was performed on all subjects. Results give a slope of 0.92
with s.d. = 0.027, r* = 0.76 and p < 2 x 107'°.

Time required to find the target sound file was also analyzed
for both conditions, after taking out the wrong answers. Re-
sults are shown in Fig. [@ as a function of the position of the
target file in the playlist. The Shapiro-Wilk test run on the
time required to find a target file for each condition excludes
that the two distributions are normal [p < 2.2 x 10716
for condition 3, and p 1.434 x 10~ for condition 4].
Therefore, requirements are not fulfilled to test the null hy-
pothesis that the two population means are equal using the
Student’s t-test. A non-parametric alternative is the two-
sample Wilcoxon test, which reveals a statistical difference
between the two conditions [p = 0.048]. Computation of
the mean time for condition 3 and 4 leads to values of 20.47
and 15.03 respectively, meaning that in average, users under
condition 4 perform the task faster than users under condi-
tion 3.

Through sessions, the average time does not change signifi-
cantly under the two conditions [paired Wilcoxon tests be-
tween each pair of sessions gives pmin = 0.07209 for con-
dition 3, and pmin = 0.06445 for condition 4]. Top and
bottom plots of Fig. [0 represents the average time values
for each sound file position in the playlist for the three ses-
sions, under condition 3 and 4 respectively. Another way
to investigate the evolution of the performance over the ses-
sions is to compute average time values as a function of the
position of the target sound source on the ribbon, as shown
in Fig. [[I1 While the evolution of performance under con-
dition 3 does not exhibit any clear behavior, it can be seen
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Figure 10: Average required time to find the target file as
a function of the target file’s position in the playlist. Solid
line: session 1, dashed line: session2, dotted line: session 3.
Top: condition 3, bottom: condition 4.
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Figure 11: Awverage required time to find the target file as
a function of the target file’s position on the ribbon. Solid
line: session 1, dashed line: session2, dotted line: session 3.
Top: condition 3, bottom: condition 4.

that time decreases with training for condition 4, and in par-
ticular for the two central positions on the ribbon. At these
positions, target sound files might be more difficult to find
during the first trials because unlike the two extreme posi-
tions, they are surrounded by two adjoining sound sources
located at equal distances from the target file.

4.2.2  Qualitative evaluation

All users found the interface entertaining and intuitive.
They could quickly use it for searching a sound file as they re-
ported that it was a simple and fast method for audio brows-
ing. A few users however pointed out the confusion that
could arise between some sound files, in particular among the
rhythmic ones, while the task was easier for more melodic
loop samples. In addition, many users suggested a more
clear separation between the sound files in the virtual envi-
ronment.

4.3 Discussion

From the performance evaluation, it can be seen that users
manage to find the target file in the playlist using the tac-
tile interface. Comparison between the two conditions re-
veals that in average the time required to reach the target
sound source is smaller when the knob’s increment advances
of four sound files in the playlist. This result suggests that
the implementation is more efficient when no sound file is
repeated from one knob’s position to the consecutive one.
Besides, efficiency did not improve significantly through the
experiment under condition 3. One could expect that some
participants could remember the position of some sound files
from one session to another since the playlist order remains
unchanged. Although not statistically significant, results
under condition 4 show a time decrease over the three ses-
sions. The difference between the two conditions may be
explained by the more simple implementation of condition
4: each sound file is played for one knob’s value only, whereas



condition 3 renders some files for two different values of the
knob and at different positions in the virtual environment.
Even if condition 3 may provide a more complex interface,
the users tested under this condition did not express any
particular difficulty, compared to those under condition 4.
In fact, all reported that the interface was easy and enjoy-
able to use.

5. CONCLUSION AND FUTURE WORK

We have proposed an interface for audio browsing based
on spatialization of audio data in depth. The virtual envi-
ronment rendering distance cues of sound sources is modeled
by a rectilinear Digital Waveguide Mesh. Associated with
a rectangular ribbon playing the role of a tactile input to
the interface, this coherent tool may offer new opportuni-
ties for designing auditory interfaces. Originally used as a
substitute for a computer mouse, touchpads are now invad-
ing the world of portable media players and personal digital
assistants. They are used as a control interface for menu
navigation on all of the currently produced iPod portable
music players. Another illustrative example is the iPhone
that may be used as a touchpad to wirelessly control a com-
puter. The proposed spatialization in depth of sound sources
for navigation could therefore benefit from the already ex-
isting hardware and diversify the interaction modes.

An evaluation of the interface used for audio browsing was
conducted. The limited length of the DWM requires an-
other tool to navigate among numerous sound files. Then
the tactile ribbon plays the role of an audio window in the
virtual environment, and a knob allows to move this win-
dow along the whole audio space. A user study showed the
ability of the tool to find audio files, in an entertaining and
intuitive manner. The acoustic environment provided by
the DWM needs however further investigations to evaluate
its “naturalness” and could be compared to other techniques
such as crossfading or stereo panning. Though, spatializa-
tion in depth outputs a monaural signal and therefore does
not rely on the reproduction hardware configuration, unlike
stereo panning as proposed by Pitt and Edwards [II]. Be-
sides, CPU load restricted the available length of the DWM,
while a more efficient computation may allow to increase the
length and consequently a better sound source discrimina-
tion.

Two implementations for the knob’s control on the displace-
ment of the audio window were tested by different groups
of users. A statistical analysis revealed a significant time
reduction in the case of 4 sound files shift, i.e. when no au-
dio stream is repeated from one audio window to another.
While a shift of 3 sound files may induce a linear audio space
representation, a shift of 4 splits the space into parallel and
independnet subspaces that can be directly accessed. Under
this assumption, the user under condition 4 should more eas-
ily remember which subspace the target audio file belongs
to, and therefore increase its performance over time. This
reasoning is supported by the time decrease with the num-
ber of sessions observed for condition 4. Further analysis
may deal with the strategies used by the two groups of par-
ticipants, by looking at the individual log files which provide
the evolution of the audio window position and the listen-
ing position inside this window over time. Furthermore, it
could be interesting to develop models for the task comple-
tion time and compare them to experimental results. For
condition 4 where all the blocks are independent, the model
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might consist in dividing the task completion time into the
time needed to find the right audio window (depending on
the knob’s value) and the time needed to find the target file
in the audio window (depending on the position of the file on
the ribbon). This model should no longer fit for condition 3
since the blocks are not independent.

The user study presented in this paper offers various research
directions, both in terms of interaction design and auditory
perception. Among the numerous issues, the nature and the
number of concurrently playing sound sources in the audio
window most probably affect the performance results. A
compromise should be found between auditory overload and
performance.

Finally, other uses of the interface may be explored. In
particular, an auditory menu may originate from carefully
sonified menu items, spatialized in depth using the DWM,
and accessed through the linear tactile interface.
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