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ABSTRACT
This paper presents two explorative case studies on multi-
modal interaction. Goal of this work is to find and under-
pin design recommendations to provide well proven decision
support across all phases of the usability engineering lifecy-
cle [1]. During this work, user interface patterns for mul-
timodal interaction were identified [2, 3]. These patterns
are closely related to other user interface patterns [4, 5, 6].
Two empirical case studies, one using a Wizard of Oz set-
ting and another one using a stand-alone prototype linked
to a speech recognition engine [7] were conducted to as-
sess the acceptance of resulting interaction styles. Although
the prototypes applied as well those interface patterns that
increase usability by means of traditional interaction tech-
niques and thus compete with multimodal interaction styles,
multimodal interaction was preferred by most of the users.

Categories and Subject Descriptors
H.5.2 [User Interfaces]: Interaction Styles, Theory and
Methods; H.1.2 [User/Machine Systems]: Human Fac-
tors; I.3.6 [Methodology and Techniques]: Interaction
Techniques

General Terms
Design, Experimentation, Human Factors, Verification

Keywords
multimodality, user interface patterns, mobile computing

1. INTRODUCTION

1.1 User Interface Patterns for Multimodal
Interaction

The context of this work is usability engineering for mul-
timodal interaction. Previous work in this field focusses on
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artifacts, specification languages and processes [8, 9]. Other
work, which also covers the representation of design knowl-
edge, is limited to the phases of requirements analysis and
work reengineering whereas the phases of screen design stan-
dards and detailed design are addressed only marginally [10,
11, 12].

Patterns provide design knowledge accross all phases of
the development process. They are “three-part rules” relat-
ing together the context (where this pattern can be used),
the problem to be solved and the solution for this problem.
Patterns are based on a proven solution which can be found
in (at least three) example applications [13, 14]. They are
semi-formal rules: Their overall structure is formalised in
the sense that patterns are composed of a uniform inventory
of sections. But within these sections, natural language is
used for detailed description.

Patterns originated in architecture in the late sixties [15,
13] but found their actual proliferation in object oriented
programming [16] and software architecture [17] as well as
in user interface and website design [4, 5, 18, 19, 6, 20].

As multimodal interaction is a relatively young field with
still very little market penetration, eliciting patterns of suc-
cessful system implementations seems to be almost impossi-
ble. Nevertheless, multimodal interaction can look back on
almost thirty years of research such that recurring patterns
of successful interaction techniques can be identified via lit-
erature mining [2]. In the context of this work, a dozen of
patterns have been identified [3], two of which are illustrated
in this work (view table 1).

These patterns do not stand alone but are in close relation
to one another and even to patterns from other, GUI-only
collections (view table 2 for some examples).

One problem is validating user interface patterns. Psy-
chological experiments are of only limited use for pattern
identification or validiation. Patterns cannot be reduced to
simple numbers that can be verfied statistically. Neverthe-
less, the interaction techniques of an interface which are the
result of applying some patterns can be assessed according
to user acceptance. These user tests are the main focus of
the research presented in this paper.

1.2 Empirical Studies on Multimodal Interac-
tion – State of the Art

A Wizard of Oz simulation revealed that users like to
combine speech and gestures for graphic editing [21]. A
semi-automatic simulation of a multimodal service transac-
tion system on a LCD-tablet revealed that 87% of all in-
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Problem Solution

Voice-based Interaction Shortcut
The user has to select items
from a large set. Consider
selecting an action from a
menu or selecting a list item
from a drop-down chooser.
[...] Which interaction style
allows the user to quickly se-
lect the desired item?

Selecting objects or ac-
tions via speaking them
can significantly speed up
interaction. This is es-
pecially true for frequent
users to whom the com-
mand and item names are
well known.

Speech-enabled Form
The user has to input struc-
tured data which can be
mapped to some kind of in-
put form consisting of a set
of atomic fields. [...] How to
simplify string input in form
filling applications?

Whereever possible de-
termine acceptable val-
ues for each form field.
Support value selection
via Drop-down Choosers
and, alternatively, via
voice commands.

Table 1: Some Patterns for Multimodal Interaction

put words are spoken by the user [22]. Digits were more
frequently written than text, and proper names were more
frequently written than other text. Multimodal interaction
was – according to a survey – preferred throughout all tasks.

Studies on the mUltimo3D system [12] revealed that test
subjects used speech input more frequently for data input
than for command input. The users dictated dates less fre-
quently than other concepts.

Oviatt et al. [23] found out that a more structured (form-
based) presentation leads to shorter user utterances and less
information per utterance. In contrast, free formulated in-
put showed more linguistic complexity, that is the language
model for free spoken input had a by three times higher per-
plexity than the one for structured input. Structured input
helped to avoid ambiguities and unpredictable formulation
variations. Similar results on form-based multimodal input
were reported by Angeli et al. [24].

The effects on utterance length were confirmed by sub-
sequent studies on a multimodal map-based interface [25].
Multimodal input helped to shorten user utterances and thus
avoid disfluencies. Aditionally, for map-based tasks was mul-
timodal input the fastest interaction style. For numeric and
verbal tasks, speech input was the fastest one.

These results were confirmed in empirical studies with the
map-based QuickSet system [26, 27, 28, 29]. Almost every-
body preferred to interact multimodally, but only 20% of the
time, users really interacted this way. Furthermore, individ-
ual differences were observed. Some users consistently made
use of simultaneous speaking and pointing, whereas others
consistently pointed first and spoke after a short pause. The
spoken parts of user input can be simplified significantly, if
users are able to provide spatial information via pointing.
Furthermore, increased efficiency and error avoidance were
reported as consequences of multimodal interaction styles.

Multimodal combination helps to reduce recognition er-
rors, especially in the case of non-native speakers [30], sub-
optimal microphones [31, 32], noisy environments [33] or
exhausted speakers [34].

Increased efficiency due to multimodality was reported in
graphic design applications [35], mobile messaging systems
[36, 37] and map-based systems [38].

Problem Solution

Continuous Filter [6]
“The user needs to
find an item in an
ordered set”.

“Provide a filter component with
which the user can in real time fil-
ter only the items in the data that
are of his interest.”

Autocompletion [5]
“The user types
something pre-
dictable, such as
a URL, [...] or a
filename [...]”.

“With each additional character
that the user types, the software
quietly forms a list of the possible
completions to that partially en-
tered string [...]”.

Composed Command [4]
How can the ar-
tifact best present
the actions that the
user may take?

Provide a way for the user to di-
rectly enter the command, such as
by speech or by typing it in.

Two-panel Selector [5]
“You’re presenting
a list of objects, cat-
egories, or even ac-
tions. [...]”

“Put two side-by-side panels on
the interface. In the first show a
set of items that the user can se-
lect at will; in the other, show the
content of the selected item.” [...]

Table 2: Tradtional User Interface Patterns

2. EXPLORATIVE STUDIES FOR PAT-
TERN VERIFICATION – GENERAL
SETUP

User interfaces as well as user interface patterns are highly
context dependent and cannot be simply verified via mathe-
matical computations or standardised psychological settings
as can be done with natural laws. Furthermore, patterns
are based on proven concepts of design. That means, that
patterns rarely cover innovative but well-known solutions.

Nevertheless, to get some feeling about the users’ actual
behaviour during multimodal interaction and to assess the
plausibility and acceptance of the pattern-based interaction
styles explorative studies were conducted.

Two studies are presented which compare multimodal
PDA and desktop interaction with an e-mail organiser pro-
totype. The first study is a Wizard of Oz simulation of the
spoken parts of interaction whereas the prototypes for the
second study make use of speech recognition.

After filling in a demographic survey, the test subjects
were required to interact with both the desktop and Pocket
PC. One part of the subjects interacted with the Pocket PC
first whereas the other part started with the desktop PC.
The interactive tasks comprised retrieving, forwarding and
answering e-mails.

For some of the first tasks, the subjects were instructed
to use either only pen (in the desktop-setting: mouse and
keyboard) or only speech in order to become acquainted with
the different interaction styles.

In order to avoid a one-sided bias for the subsequent tasks,
the first tasks were permutated throughout the test subjects
so that some of them began with pen-/mouse-/keyboard-
only tasks and the other ones with speech-only tasks. For
the remaining tasks the users were free to interact either
traditionally (pen or keyboard and mouse), via speech input,
or in a combined fashion.
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After the test, the users were asked to fill in a questionary
gathering their subjective judgments about the interaction.

3. SYSTEM SETUP
The functionality of the prototypes consisted of:

• Filtering e-mails according to sender or subject/text

• Answering, forwarding and creating e-mails

The first case study was a Wizard of Oz simulation of a mul-
timodal e-mail organiser for both desktop and PDA systems.
35 test subjects participated in this study and interacted
both with the desktop and PDA scenario. Patterns applied
in this setting were

• Autocompletion (of sender / receiver names during fil-
tering and creating e-mails)

• Two-panel Selector (in the case of the desktop setting:
A message preview area was located beneath the mes-
sage selection list)

• Composed Command (for creating e-mails and provid-
ing receivers in one step)

• Voice-based Interaction Shortcut (for forwarding / an-
swering e-mails without the need to open them)

The Wizard of Oz setting consisted of two desktop com-
puters – one was the wizard computer, the other one was
the interaction computer for the desktop setting – and a
COMPAQ PocketPC for the PDA-setting. The desktop-
computers were connected via the university LAN. The
PocketPC communicated with the wizard PC via bluetooth.

In the second study, a stand-alone prototype that was
linked to a speech recognition engine was used. 25 test per-
sons took part in these test runs. The design was refined
and additional user interface patterns were applied such as

• Continuous Filter (to automatically update the mes-
sage list according to letters input into the search field)

• Speech-enabled Form (for inputting search words, or
receiver, subject and text of a newly created message)

In the second study, only one desktop PC was needed. That
is, in the PDA-scenario, the Pocket PC was linked via blue-
tooth to the speech recognition server on the desktop PC.
In the desktop-scenario, the speech recognition server and
the user interface were run both on the same desktop PC.

4. RESULTS

4.1 Subjective Judgements
Most of the test persons stated that they would like (or

rather like) than dislike to use the simulated PDA and
desktop system as well as the stand-alone desktop proto-
type. The acceptance of the stand-alone PDA prototype
was low in contrary. The usage was accordingly evaluated as
mostly rather motivating for the simulated prototypes and
the stand-alone desktop system and rather frustrating in the
stand-alone PDA prototype. The desktop setting tended to
be judged more usable than the PDA system for both the
wizard setup and the stand-alone prototypes.

I preferred interacting with
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Figure 2: The Value of Speech Input

When asked about preferred interaction styles, far most
test persons preferred the combination of pen and speech in
the PDA wizard prototype and as well in the stand-alone
PDA and desktop systems. In the desktop wizard proto-
type, the combination of mouse, keyboard and speech found
the most proponents closely followed by traditional mouse-
keyboard interaction (view figure 1).

According to most of the test persons, speech simplifies
input, especially in the PDA wizard simulation but also, yet
less clearly, in the stand-alone systems (view figure 2).

Speech input was the most difficult input style except in
the wizard-simulated PDA setting, where pen-input was as-
sessed worse.

4.2 Interaction Efficiency
The interaction time was compared for the warming-up

task which required the test subjects to use either speech-
only or traditional interaction. A naive examination of the
interaction time in the PDA setting revealed a highly signif-
icant advantage of speech input.

A deeper analysis of the log-files and questionaries re-
vealed, however, that these data may not be generalisable.
Six test persons complained that they were not notified
whether the e-mail they tried to send was really sent by
the system. Fifteen test persons thus forwarded the mail
under question several times.

This problem did not occur with speech interaction be-
cause in this case additional speech feedback was provided.
There where several other delays caused by technical prob-
lems.
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When these delays were substracted for the traditionally
performed tasks, the mean effect was reduced to negligible 2
seconds.1 When considering only those (fifteen) test persons
that interacted with the desktop system first and therefore
had already a notion of speech interaction when interacting
with the PDA, nevertheless a significant result slightly in
favour of speech interaction was observed (view table 3).

pen speech � effect p(α) one-sided
average 85,5 s 75,8 s 9,7 s 2,5% (Wilcoxon)
std. ε 4,1 6,6

Table 3: Interaction Speed (PDA Wizard Setting)

When analysing interaction times in the desktop scenario,
a non-significant and negligible effect can be observed.

When comparing speech interaction times during the first
and second test runs, a significant learning effect was ob-
served. In almost every case, speech interaction was faster
in the second test run than in the first run.

4.3 Recognition Accuracy
The recognition accuracy was 60.8% for command input

(58.8% in the PDA-setting, 64.4% in the Desktop-setting)
and 50.2% for dictation (PDA-setting 60%, Desktop-setting
34%).

The poor recognition performance for dictation in the
Desktop-setting in contrast to the PDA-setting comes from
the fact that most test persons typed the text after recogni-
tion errors instead of giving the recogniser one more chance
in the desktop setting.

Despite this low recognition performance, the proportion
of speech input was surprisingly high.

4.4 Modality Distribution
The modality distribution was examined in connection

with two tasks of different complexity (simpler task and
more complex task). Users had to reply to an e-mail which
asked them to check some other messages before composing
the answer text. The users were free to interact tradition-
ally, via speech or in a combined fashion.

The independent variables were

• the setting (Wizard of Oz vs. stand-alone),

• the scenario (desktop vs. PDA),

• the task (simpler vs. more complex), and

• the subtask (search by name, search by text, naviga-
tion, create reply message, create text, send the mes-
sage).

The dependent variable was the interaction style (speech
only, traditional interaction, combined interaction).
Cochran’s Q and pairwise McNemar tests were used in an
explorative way in order to determine whether differences
in the proportion of purely traditional input vs. speech-
enhanced input were significant on the 5% level across
variations of the independent variables.

1Admittedly, this correction might have lead to a bias in
favour of traditional interaction.

4.4.1 Overall Distribution
In the less complicated task (wizard setting), when inter-

acting with the PDA, twelve testpersons used only speech
interaction, six subjects used only the pen, and fifteen com-
bined pen and speech across the subtasks. When interact-
ing with the desktop PC, eight persons used speech-only,
forteen keyboard and mouse, and thirteen combined inter-
action (view figure 3).

In the more complex task (wizard setting), eleven test
persons used only speech, seven only pen, and fifteen com-
bined input when interacting with the PDA. When inter-
acting with the desktop PC, eight subjects exclusively used
speech, thirteen traditional, and forteen mixed input (view
figure 3).
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Figure 3: Modality Distribution in the Wizard
Study

In the stand-alone setting, most test persons mixed speech
interaction with traditional input. Only in few cases, the
users gave up to use speech input (speech trial) due to low
recognition accuracy or made use of traditional input from
the beginning due to bad experience using speech during the
test run (view figure 4).
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Figure 4: Modality Distribution in the Stand-alone
Prototype Study

An application of Cochran’s Q test revealed differences in
the proportion of traditional vs. speech-based interaction
styles among systems (PDA and desktop) and tasks (simple
and complex) (p(α) = 0.018 in the Wizard of Oz scenario,
and p(α) = 0.024 in the stand-alone prototype).

4.4.2 One-click vs. Text Input Actions
Cochran’s Q tests on the proportion of purely traditional

interaction for each subtask revealed that the proportion
of purely traditionally interacting users differs significantly
across the subtasks (name search, text search, reply, send,
navigate):

• in the wizard setting within the simpler (p(α) = 0.001)
and more complex task (p(α) < 0.001) of the PDA
scenario and the simpler task of the desktop scenario
(p(α) < 0.001)
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Figure 5: Modality Distribution for Simple Com-
mands in the Wizard Study

• in the stand-alone setting within the simpler (p(α) =
0.002) and more complex task (p(α) = 0.003) of the
PDA scenario and the more complex task of the desk-
top scenario (p(α) = 0.023).

Explorative pairwise McNemar tests underpinned the ob-
servation that for simple (one-click) actions users interacted
more frequently in a purely traditional way than for name
or text searching.

Simple commands can be uttered by simply pressing
the adequate button, selecting the necessary list item etc.
whereas traditional text input requires typing the word let-
ter by letter. In the case of name (sender/receiver) input, an
autocompletion list helps to accelerate input. Nevertheless,
most users preferred speech input in these cases. This holds
for both the desktop and PDA settings.

4.4.3 Impact of Screen and Prompt Design
An application of Cochran’s Q test revealed significant

differences within each subtask across settings and tasks:

• in the wizard setting for the subtasks navigation
(p(α) = 0.002) and answering (p(α) = 0.029)

• in the stand-alone setting for the subtasks namesearch
(p(α) = 0.017) and textinput (p(α) = 0.035)

Pairwise McNemar tests underpinned the observations il-
lustrated by figure 5: In the wizard setting the proportion of
speech-related versus purely traditional interaction differed
significantly:

• within the subtask navigation: In the simpler task
the test persons used significantly more frequently
speech interaction for navigating in the PDA scenario
than for navigating in the desktop scenario (p(α) =
0.007). This might be due to prompt design, which was
more verbose in the PDA setting for navigation hints.
Within the PDA setting, speech input for navigation
was used significantly less frequently in the subsequent,
more complex task than in the preceding simpler task
(p(α) = 0.020). This might be caused by some learning
effect which counterbalanced the prompting-related
bias towards speech input.

• wihtin the subtask answering : In the simpler task
the test persons used significantly more frequently
speech input for initializing a reply message in the
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Figure 6: Modality Distribution for Simple Com-
mands in the Stand-alone Prototype Study

PDA scenario than for doing so in the desktop-scenario
(p(α) = 0.032). This might be caused by screen design:
The main window did not contain a reply button. Thus
the users had to open the selected message to be able
to answer them purely traditionally in the PDA set-
ting. This extra-step could be circumvented easily us-
ing the associated speech command. Within the PDA
setting, there was a significant drop in the frequency
of using speech for initializing the reply message in the
subsequent more complicated task in contrast to the
preceding simpler one (p(α) = 0.016).

In the simpler task of the PDA scenario (wizard setting)
users interacted significantly more frequently via speech for
navigating (p(α) = 0.020) and initializing a reply message
(p(α) = 0.004) than for sending the message. No significant
difference could be observed in the simple task of the desktop
scenario and in the more complex task of the PDA scenario
and desktop scenario.

In the stand-alone prototypes, where screen design was
simplified for the PDA and spoken prompts were avoided to-
tally, the ratio of speech vs. traditional input of simple com-
mands seems not to differ in the desktop and PDA setting.
Even in the desktop setting there is quite a high amount of
test persons who appreciated to use short speech commands
instead of moving hands between keyboard and mouse and
moving around the mouse cursor (view figure 6).

In contrast to the wizard setting, where in the simple
task of the PDA scenario speech input for navigation was
used more frequently than for other simple commands, in
the stand-alone setting, navigation was more frequently per-
formed purely traditionally, which was significant through-
out all tasks and scenarios:

• In the simpler task of the desktop-scenario: navigation
vs. send (p(α) = 0.035)

• In the more complex task of the desktop-scenario; nav-
igation vs. answering (p(α) = 0.032) and navigation
vs. send (p(α) = 0.001)

• In the simpler task of the PDA scenario: navigation
vs. send (p(α) = 0.033)

• In the more complex task of the PDA scenario: nav-
igation vs. answering (p(α) = 0.016) and navigation
vs. send (p(α) = 0.002)
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4.4.4 Impact of Input Devices
In the stand-alone setting the proportion of speech-related

versus purely traditional interaction differed significantly
within the subtask text input : In the more complex task,
far more users exclusively typed the text in the desktop
scenario than in the PDA scenario (p(α) = 0.011). Ob-
viously, the availability of a comfortable keyboard lets the
user more quickly give up speech input after bad experi-
ences. In the desktop scenario, text editing was done signif-
icantly more frequently purely traditionally than searching
by sender names in both the simpler task (p(α) = 0.032)
and the more complex task (p(α) = 0.008).

At the same time, only in the PDA scenario, test per-
sons used pure pen input for simple commands significantly
more frequently than for editing the message text. This was
significant in following cases:

• in the simpler task of the PDA scenario: navigation
vs. text input (p(α) < 0.001), answering vs. text input
(p(α) = 0.011) and text input vs. send (p(α) = 0.020)

• and in the more complex task of the PDA scenario:
navigation vs. text input (p(α) < 0.001), answering
vs. text input (p(α) = 0.003) and text input vs. send
(p(α) = 0.011).

4.4.5 Input Forms and Free Text Input
In the wizard setting, most test persons used speech input

to provide search criteria to filter the message list. This
tendency seems to be strongest in the PDA system (view
figure 7).
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Figure 7: Modality Distribution for Searching in the
Wizard Study

The stand-alone prototype allowed a more flexible combi-
nation of input styles. The observation seems to confirm the
findings from the wizard setting that most people used (or
tried to use) speech-based interaction styles when filtering
the email list and that this ratio is even higher in the PDA
setting (view figure 8). Inputting free text search criteria, on
the contrary, was frequently abandonned due to poor recog-
nition performance (and very strange substitution errors).
This fact might change when personalising and training the
speech recogniser.

Speech-related input for searching / filtering can be clas-
sified into pure speech input and multimodal input (selecting
the form field and dictating the content). Pure speech input
can be subclassified into menu-like (first selecting and then
filling in) and natural language (one utterance for selecting
and filling in the field) styles.
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Figure 8: Modality Distribution for Searching in the
Stand-alone Prototype Study

A deeper analysis shows that most of the speech-related
search commands were uttered multimodally (view figure 9).
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In the stand-alone setting the users were able to input
text using speech recognition. In the PDA system only few
test persons typed the text. Those who used speech-based
text input mixed interaction styles, that is they dictated
the content and corrected misrecognitions in a traditional
or mixed way. In the more complex task, users made use of
multimodal text completion (view figure 10). That is, users
re-used the content from the original message and completed
it with their own remarks. To do so, they pointed into the
re-used text and dictated the additional comments.
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4.4.6 Summary of General Tendencies
To summarise, following tendencies were observed:

• Users tend to use speech for text input more frequently
than for selecting options that are displayed directly on
screen.

• Users tend to use speech to circumvent navigation
steps – to select “hidden” options (cf. Voice-based In-
teraction Shortcut).

• Novice users tend to use speech after being prompted
to do so. With growing expertise, the influence of
prompts is reduced.

• Users tend to deviate to traditional text input after
recognition errors, especially when comfortable desk-
top keyboards (instead of tiny PDA on-screen key-
boards) are available.

• To fill in forms, users tend to use pointing gestures for
selecting the input field and speech for inputting data
(cf. Speech-enabled Form).

4.5 Pattern-related Observations
The observations made above are interpreted in relation

to the formerly identified user interface patterns.

4.5.1 Autocompletion
For name input almost every test subject made use of

Autocompletion while interacting traditionally in the wizard
setting. Only nine of 35 did not use it at first go, partially
because of technical malfunctions.

4.5.2 Voice-based Interaction Shortcut
For inputting names in the wizard setting, most of the

users preferred to use Voice-based Interaction Shortcut when
having the choice between traditional and speech-based in-
teraction styles – despite the presence of Autocompletion
and the poor recognition performance in the stand-alone
szenario. In the PDA setting, speech input seems to speed
up interaction (view section 4.2).

During answering / forwarding emails with the PDA via
speech input, most subjects uttered direcly the associated
speech command without – which would have been necessary
during pen interaction – explicitly opening the mail.

4.5.3 Composed (Spoken) Command
For forwarding an email and providing a receiver in one in-

teraction step, only few test persons used a Composed (Spo-
ken) Command. Most of the users took two interaction steps
instead. The same is true for inputting search criteria (view
figure 9, section 4.4).

Might be, with increasing expertise more users are willing
to make use of spoken composed commands.

4.5.4 Speech-enabled Form
For filtering messages, the most frequently used interac-

tion style in the stand-alone prototype was the multimodal
one: The users selected the necessary form field with pen
gestures and dictated the desired content (view figure 9, sec-
tion 4.4).

5. CONCLUSIONS
This paper presents two empirical studies on multimodal

interaction for an e-mail task. Two scenario prototypes
(PDA, desktop) were evaluated in two settings (Wizard of
Oz, stand-alone).

The results indicate that the availablility of speech input
increases interaction speed and leads to higher user satisfac-
tion, especially in mobile settings. At the same time, it is
shown that modality preference is related strongly to the re-
spective subtask (text input, simple action commands etc.).

The findings underlay the application of traditional user
interface patterns as well as of user interface patterns for
multimodal interaction identified in earlier research steps.
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