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ABSTRACT
This paper is concerned with the part of the system dedi-
cated to the processing of the user’s designation activities for
multimodal search of information. We highlight the neces-
sity of using specific knowledge for multimodal input pro-
cessing. We propose and describe knowledge modeling as
well as the associated processing architecture. Knowledge
modeling is concerned with the natural language and the
visual context; it is adapted to the kind of application and
allows several types of filtering of the inputs. Part of this
knowledge is dynamically updated to take into account the
interaction history. In the proposed architecture, each input
modality is processed first by using the modeled knowledge,
producing intermediate structures. Next a fusion of these
structures allows the determination of the referent aimed at
by using dynamic knowledge. The steps of this last process
take into account the possible combinations of modalities as
well as the clues carried by each modality (linguistic clues,
gesture type). The development of this part of our system
is mainly complete and tested.

Categories and Subject Descriptors
I.2.7 [Artificial Intelligence]: Natural Language Process-
ing; H.5.2 [Information Interfaces and Presentation]:
User Interfaces

General Terms
Algorithms, Languages

Keywords
Multimodal human-computer communication, Multimodal
fusion, reference, natural language, gesture

1. INTRODUCTION
We are concerned with inputs of a multimodal dialog sys-

tem for geographical information searches. During a com-
munication turn, the user performs an oral utterance and/or
a gesture on the touch screen taking into account her goal,
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the state of the interaction and her perception of the map
displayed on the screen.

These activities convey a communicative act (CA) whose
components include the user’s intention and references to
necessary objects for the search. The purpose of this pa-
per is to show how we process the multimodal inputs from
the user in order to identify the referents aimed at. Ob-
viously this processing has to be based on both knowledge
and algorithms in order to deal with oral utterances (syn-
tax, semantics, pragmatics) as well as the gestures and the
user visual perception. Moreover, it is also necessary to take
into account some errors during the interaction due to sys-
tem components (i.e. speech recognition errors) [5] as well
as from the user (performance problems).

In the following sections, we describe more closely the
problem addressed. We illustrate the different cases of des-
ignation activities, the necessary knowledge and the diffi-
culties of multimodal reference resolution. Next, we show
an overview of the proposed architecture.We then detail the
fusion and resolution processes to resolve referential expres-
sions whether or not accompanied by gestures. Finally, we
propose a knowledge modeling concerned with the natural
language and the visual context.

2. CURRENT SYSTEM
The framework we use to analyze and implement our ap-

proach is the Georal tactile system [6]. It is a multimodal
system principally used to provide information of a touris-
tic and geographical nature. Users can ask for informa-
tion about the location of sites of interest (beach, campsite,
château, etc.) by specifying a place, a zone (a particular
geographical object: river, road, city, etc.) (figure 1). Geo-
ral offers the user the following modes and modalities: a)
Oral input to as well as oral output from the system. Users
can formulate their requests and responses to the system by
voice and in natural language (NL) in a spontaneous man-
ner (no particular instructions of elocution). Some system
outputs use speech synthesis. b) The visual mode by dis-
playing a map of a region on the screen; this map contains
a representation of the usual geographical and touristic in-
formation: cities, roads, rivers, etc. c) The gesture mode by
the intermediary of a touch screen: the user can designate
objects displayed on the screen by various types of gesture
(point, zone, line, etc.).

3. MULTIMODAL REFERENCES
Our principal aim in this paper is to refine the processing

of the user’s designation activities. The user has to desig-
nate the place in question by her information search. This
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designation is performed by means of NL (referential expres-
sion RE) and/or gesture based on the displayed objects on
the map. The system’s role is to determine the place aimed
at (referent) by analyzing and interpreting the contents of
the user’s activities.

The following examples illustrate different cases of desig-
nation activities, the necessary knowledge and the difficul-
ties of multimodal reference resolution.

Example 1 give me hotels here ; accompanied by a point-
ing gesture to a city displayed on the map.

Example 2 give me hotels along this line ; accompanied by
the gesture outlined in bold black on figure 1.

Example 3 give me hotels along this river ; accompanied
by the gesture outlined in bold black on figure 1.

Example 4 give me hotels in the suburbs of this city ; with-
out gesture.

Example 5 give me hotels in the surroundings of the city
of Pleumeur-Bodou ; without gesture.

Figure 1: Example of an ambiguous gesture (a small
part of the map used by the Georal system)

The processing of the deictic RE here of example 1 is re-
duced to determining only the object designated by the ac-
companying gesture. Hence, the success of this process de-
pends on whether or not the gesture is ambiguous. If the ges-
ture is ambiguous, information about the objects and their
visual impact should be used to choose the most likely object
to the user.

The processing of the deictic RE this line of example 2
consists in determining the object (of line category) desig-
nated by the gesture. Methods which process this RE and
the joint gesture should access, on the one hand, linguistic
and applicative knowledge to identify that a line could be
a road, river, etc and, on the other hand, knowledge about
the displayed objects to deal only with those of line (or poly-
line) category. In this example, the accuracy of the gesture
is poor: is the targeted object the road (the polyline la-
beled D788) or the river (the polyline labeled ruisseau de
Gruguil)? In fact both “candidates” (the road and the river)
could refer to the RE this line. Gesture disambiguation
should take into account additional information about the
objects (like the case of ambiguity in example 1) to choose
the most likely to the user.

In example 3, the gesture is ambiguous and it could be
solved by accessing the NL information about the designated
object (the word river in the user’s utterance).

The RE this city in example 4 (produced without gesture)
is an anaphoric expression [4]. This RE, for example, could
be produced after mentioning a city in a previous commu-
nication turn. In this case, the linguistic antecedent repre-
senting the referent of this city may be the last named city

in the history. The referent aimed at by the user is made
up of only the suburbs of the designated city. This NL in-
formation (the word suburbs) should be taken into account
to satisfy the user’s goal by using applicative knowledge.

Example 5 concerns a NL utterance (without gesture) in
which the RE the surroundings of the city of Pleumeur-
Bodou is a complex definite description (DD) used in first
mention [7]. This RE designates a part of a city displayed
on the map. The processing of this RE should take into ac-
count linguistic and applicative knowledge to identify that
the word surroundings signifies the suburbs of the named
city.

These few examples clearly show that the processing of
the designation activity should take into account resources
depending on the modality like visual perception, semantic
relationships, and applicative knowledge.

In this paper we suggest a knowledge modeling (cf. sec-
tion 5) concerned with natural language and the visual con-
text adapted to the kind of application we are dealing with.
This knowledge allows us to improve complex RE and ges-
ture processing. We also propose an architecture for input
processing (cf. section 4.1) which is based on the proposed
knowledge modeling.

4. DATA FLOW PROCESSING
4.1 Architecture Overview

In our architecture (figure 2), we deal with synchronous
inputs (a prompt is displayed to allow the user to produce
her inputs). Each kind of input is processed separately using
the modeled knowledge to produce intermediate structures.
The speech recognition grammar used (cf. section 5.1) in-
corporates syntactic, semantic, pragmatic and applicative
knowledge.

The intermediate structures are, on the one hand, the syn-
tactic and semantic representations of the recognized speech
input and, on the other hand, an improved list of points
representing the gesture as well as its type (point, line, etc).
The semantic representation is produced using linguistic and
applicative knowledge (cf. section 5). This semantic repre-
sentation is used during the fusion and resolution processes
(cf. section 4.2) and the completion of the CA. At this stage,
histories (cf. section 5) are updated to include the current
gesture and NL inputs and their intermediate structures.

Next, using dynamic knowledge (histories and the cur-
rent visual context (CV C)), a fusion of the intermediate
structures and the triggering of resolution methods (cf. sec-
tion 4.2) allow the determination of the referent aimed at.
The referent thus found is sent to the dialog manager which
completes the CA, by using the semantic representation
of the NL input. The dialog manager sends a request to
the database to search for the information aimed at by the
user (touristic information about each object and place are
stored in the database (DB)). The CA of the example 5 is
Request(hotels, suburbs(Pleumeur −Bodou)).

If the reference resolution process fails, the dialog man-
ager builds up clarification messages for the user depending
on the reason for this failure (remaining ambiguity, speech
recognition failure, semantic analysis failure).

4.2 Fusion and Resolution Processes
The steps of these processes (figure 3) take into account

the possible combinations of modalities as well as clues be-
longing to each modality (linguistic clues, gesture type).
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Figure 2: Data flow processing architecture

Firstly, if there is a gesture in input, gesture processing algo-
rithms [1] are applied to find the designated referent object.
These algorithms use, in addition to the gesture type, the
semantic representation, if available, of the user’s utterance
(the semantic representation is not available if the semantic
analysis fails or if the user produced a gesture alone (this is
possible in some specific dialog situations)).

In the case of an input without gesture, we determine the
RE type. Depending on this type, an appropriate process-
ing method is applied to find the referent. Hence, if the RE
type is a DD employed in first mention (the example 5), the
object referent is found by accessing modeled CV C. The de-
termination of the referent in this case consists of matching
the NL description (available in the RE) with the objects’
characteristics in the CV C to find the most relevant and
likely to the user. In the case of anaphoric RE, the referent
is found in the modeled histories [4].

For all cases of failure a specific code is produced and sent
to the dialog manager to ask for clarification or to indicate
failure to the user (cf. section 4.1).

5. KNOWLEDGE MODELING
We have shown above the necessity of using knowledge

during different RE processing steps. Knowledge mainly
concerns the natural language and the visual context modal-
ities and allows the system to deal with inputs including
complex NL utterances and imprecise gestures. For exam-
ple, knowledge about the displayed objects allows the system
to process metaphoric designations to these objects and to
disambiguate gestures.

In addition to the NL and visual context modeling de-
tailed below, we model histories, which represent the multi-
modal dialog, in a centralized, structured and synchronized
manner. This representation of histories allows us to know
at every moment “who said and acted, when, how, and in
which context”. We have represented these histories using
XML. The structure follows the Georal dialog grammar [2].

5.1 Natural Language Modeling
We propose a modeling which allows the incorporation of

lexical, syntactic, semantic, pragmatic, and applicative as-
pects for the processing of the NL utterances. This modeling
is based on a context free grammar which incorporates lex-
ical, semantic, pragmatic and applicative rules. These rules
are organized by taking into account the existing relation-
ships between linguistic expressions associated to REs, the
object representations on the screen and the real world. In
fact, we concluded after an experimental study that linguis-
tic expressions have to be classified following three view-
points: the first one concerns linguistic expressions which
apply to any object, for example, the linguistic expressions
near to, close to can precede the designation of any displayed
object such as the REs near to this object; near to this line;
near to this point; near to this river; near to this city; etc.
The second one concerns the linguistic expressions which ap-
ply to a kind of geometric object, for example, along, inside
can precede objects of line and zone geometric form respec-
tively such as the REs along this line; along this river; along
this road; inside this zone; etc. The third viewpoint con-
cerns linguistic expressions which apply to applicative ob-
jects, for example, in the mouth of, in the downtown of can
precede objects of river and city type respectively such as
the REs in the mouth of this river; in the downtown of this
city; etc. Our modeling is based on the corpus analysis we
have collected during an experimental study which aimed
at observing how users phrase their requests in front of the
displayed map.

We have developed the grammar while given heed to the
genericity of the kind of application we are dealing with.
Obviously, a part of the rules is application dependent. In
geographical information search systems, objects from the
real world which correspond to forests, rivers (roads and
coasts) and cities are represented on the map by zone, line
(or polyline) and point geometric forms.

We propose a taxonomy of these objects based on three

107



There is gesture ?
Yes

Gesture processing algorithms Referent

CVC

No 
(NL input only)

Semantic 
representation 
of the NL input

- Gesture points
- Gesture type

Syntactic tree
of the NL input

Data for fusion and
resolution process

Predict RE type

Histories

Visual DD 
(first mention)

RE type

Anaphoric DD 
Or

Pronominal anaphora
Referent

or

-Fusion
- Resolution

Figure 3: Fusion and resolution processes steps overview

hierarchical levels (noted L1, L2 and L3): L1={object},
L2={zone, line (polyline), point}, L3={forest, river, road,
coast, city}. So we obtain nine nodes in the hierarchy (ob-
ject, zone, line, point, forest, river, road, coast and city). We
make relationships, on different hierarchical levels, between
nodes and linguistic expression sets according to their clas-
sification of use. Grammar rules for analysis are obtained
by combining nodes and sets. Hence, this grammar could be
used for other applications by updating (adding or deleting
nodes) the hierarchy.

The grammar developed contains semantic filters by its
construction. Semantic filters consist of verifying the coher-
ence within the NL input between linguistic expressions and
the object references, for example, the grammar does not
accept utterances like in this river or at the mouth of this
road. We added to the grammar semantic and applicative
interpretation rules to compute the semantic representation,
for example, the semantic representation of the example 3 is
Request(hotel, along(this, river)). This interpretation step
serves as an early reference processing because it translates
some words depending on their meaning in the application.
This interpretation facilitates the matching between RE and
the visual objects. For example, the semantic interpretation
of the word surroundings is suburbs if it precedes the word
city. We have developed this grammar using the SRGS [8]
and the SISR [9] specifications.

5.2 Visual Context Modeling
We call the “common visual context” the map displayed

on the screen. The modeling of this display is important to
understand the user inputs. It consists of the internal rep-
resentation of the displayed objects. We associate a charac-
teristics vector to each displayed object. A vector contains
the name displayed on the screen (it can be different to the
database name), color, form, size, coordinates, and salience.
The salience [3] of an object consists of its visual and contex-
tual weight. To determine these weights, we use a salience
distribution algorithm on objects in the common visual con-
text [1]. Salience is used in the case of designation gesture
ambiguity. We have modeled the CV C in XML.

6. CONCLUSION
We have proposed and described a knowledge modeling

as well as the associated architecture for multimodal input
processing and fusion for the kind of geographical search in-
formation application. The aim of the fusion is to determine
the object designated by the user (referent). The knowledge

modeling is mainly concerned with the natural language and
the visual context. The natural language modeling is based
on a corpus analysis. This modeling is generic and incor-
porate semantic and pragmatic considerations. The visual
context modeling take into account objects’ characteristics
(salience, ...). Part of the knowledge is dynamically updated
to take into account the interaction history. In the proposed
architecture, each input modality is processed separately by
using the modeled knowledge, producing intermediate struc-
tures. Next, by using dynamic knowledge, a fusion of these
structures allows the determination of the referent aimed
at. The steps of this process take into account the possi-
ble combinations of modalities as well as the clues carried
by each modality (linguistic clues, gesture type). The pro-
posed architecture and the modeling are implemented in our
system.
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