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ABSTRACT

We present an investigation into the adaptation of the acoustic
model and the language model for automatic speech recogni-
tion (ASR) using speaker face for transcription of a multime-
dia dataset. We begin by overviewing relevant previous work
on the integration of visual signals into ASR systems. Our ex-
perimental investigation shows a small improvement in word
error rate (WER) for the transcription of a collection of in-
struction videos using adaptation of the acoustic model and
the language model with fixed-length face embedding vec-
tors. We also present potential approaches to integrating hu-
man facial information, and body gestures into ASR as further
directions for research on this topic.

Index Terms— multimodal speech recognition, face em-
bedding, adaptation

1. INTRODUCTION

Grounding visual information into language understanding is
a natural human ability. It has been demonstrated that speech
perception and sentence comprehension can be affected by vi-
sual context [1, 2], and that the presence of human faces facil-
itates speech comprehension [3]. Conventional ASR systems
only rely on an audio signal, even if a visual signal is avail-
able in the data being recognised. Of particular interest in our
work is ASR for multimedia data such as user-generated con-
tent which is often challenging, since such data is less con-
trolled than standard ASR datasets. High word error rates
(WERs) of more than 30-40% have been reported in existing
investigations of ASR for multimedia data [4]. On the other
hand, several previous investigations have shown that inte-
gration of multimodal information into the ASR process can
improve WER for multimedia data [5, 6], which encourages
us to pursue further work in this direction.

In this paper we investigate the use of speaker faces
present in a visual signal for adaptation of an acoustic model
and a language model for ASR. Our work is motivated by
the multimodal nature of human language processing, and by
the recent success of the use of visual information for ASR.
In this work, human faces are represented as fixed-length
vectors (referred to as “speaker face embedding”) extracted
using a convolutional neural network (CNN). We hypothesise

that ASR can implicitly learn speaker demographic informa-
tion, speaker emotion, and personal use of language (e.g.,
choice of words) from speaker face embedding. The adapted
acoustic and language models are applied to a multimedia
dataset. The key contribution of this work is adaptation of
the acoustic model and the language model for ASR using
speaker face embedding, and discussion of potential methods
to integrate facial expressions and body movement into the
ASR process.

The reminder of the paper is organised as follows. Section
2 reviews relevant existing work and identifies the contribu-
tions of this work, Section 3 presents our method to integrate
facial features into ASR. Section 4 describes the dataset and
system configurations for our experiments. Section 5 sum-
marises experimental results, while Section 6 concludes.

2. RELATION TO PRIOR WORK

Multimodal ASR in the form of audio-visual speech recogni-
tion (AVSR) is a long-standing research topic. Much of this
work has focused on the fusion of lip movement with audio
features to enable more robust ASR [7, 8]. However, this
approach is limited since construction of large-scale AVSR
datasets is not straightforward due to the requirement of pre-
cise alignment of lip movement with phonemes and front
view of the speaker’s face.

More recent work on multimodal ASR has broadened the
scope of this topic to remove the constraint of focusing on
tracking the speaker’s lip movement. Fleischman and Roy [5]
adapted a language model using event patterns of a baseball
match for recognition of baseball commentary. They repre-
sented a sequence of visual and audio contextual signals (e.g.,
“pitching”, “running”, and “excited speech”) in a codebook,
and adapted a language model using Gibbs sampling. They
report a high baseline WER of 80.3%, most likely caused
by noisy audio conditions. By contrast, their multimodal ap-
proach reduced WER to 76.6%. Gupta et al. [6] investigated
the use of object features and scene features for adaptation
of a recurrent neural network (RNN) language model and a
deep neural network (DNN) acoustic model. For each ut-
terance, a video frame randomly chosen from a time range
of the utterance was transformed into a fixed-length vector
representing object or scene features through a CNN model.
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The adapted models were evaluated on a collection of instruc-
tion videos. They found that the “visual context” led to re-
duction in WER. The method was particularly effective on
a video where a speaker was talking outside a building with
background noise, indicating that the use of scene features
implicitly contributes to denoising of acoustic environments.
Their recent work incorporates those visual features into an
end-to-end speech recognition system [9]. Finally, it has also
been found that contextual information such as video titles
can effectively augment an RNN language model for ASR
[10]. Similar to this previous work, our model adaptation us-
ing speaker face embedding does not assume hard alignment
of lip features with phonemes.

Acoustic model adaptation is a well-studied topic. In par-
ticular, adaptation of DNN acoustic models often employs a
speaker specific vector known as an “i-vector”. Extraction of
i-vectors involves training a total variability matrix, assuming
all of the utterances belong to different speakers [11]. For ex-
ample, speaker level i-vectors can be extracted, and concate-
nated with acoustic features [12]. Linear feature shift can be
computed by transforming speaker-level i-vectors along with
acoustic features using a DNN [13]. Normalisation param-
eters can be estimated with speaker-level i-vectors, speaker
clusters computed for test utterances, and the parameters ap-
plied to cluster-level i-vectors [14]. Unlike DNN acoustic
model adaptation using i-vectors, our approach does not as-
sume speaker labels are available. An off-the-shell face em-
bedding extractor pre-trained on a large amount of labelled
data is sufficient to discriminate between faces, see Section 3.

Fusing visual information about human faces and bod-
ies with auditory features has also been explored in existing
work. In the field of multimodal affective computing, body
gestures, facial expressions, and head movement have been
integrated with audio features into affect analysis [15]. Our
work focuses on the use of speaker face embedding. We plan
to explore more types of features from humans present in a vi-
sual stream in future work. Bredin and Gelly [16] propose the
use of talking face detection, and face clustering for speaker
diarization. They initialise speech clusters with correspond-
ing face clusters, or detected talking faces. While in their
study they demonstrated reduction in diarization error rate
compared to the audio only baseline, we investigate the use
of face embedding for ASR instead of diarization.

The closest existing work to our investigation was con-
ducted by Miao et al. [13]. They extracted speaker attributes
(i.e., “age”, “gender”, and “race”) from a visual signal, and
combined these attributes with audio features. The difference
between this work and ours is that we employ a face embed-
ding extractor and do not rely on categorical values. We hy-
pothesise that extracted fixed-length face embedding vectors
implicitly carry these speaker attributes along with speaker
identities. Unlike textual corpora, speaker information can be
obtained from a visual or an audio stream of multimedia data.
We adapt not only the acoustic model, but also the language

Fig. 1. Adaptation of a DNN acoustic model and an LSTM
language model with face embedding. A human face tracked
in a video is transformed into a fixed-length vector represen-
tion. The weights in grey boxes are updated during training.

model, as the vocabulary size and the choice of words can be
dependent on age and gender. In recent work, Vanmassen-
hove et al. found that incorporating gender tags into neural
machine translation improves translation of English into sev-
eral languages [17].

3. METHODOLOGY

This section describes extraction of face embedding vectors
from videos, our baseline DNN acoustic model and recurrent
neural network (RNN) language model with long short-term
memory (LSTM), and adaptation of the acoustic model and
the language model.

Figure 1 shows our framework for the adaptation of the
acoustic model and the language model with speaker face em-
bedding. Extraction of face embedding from each video con-
sists of three steps:

1. a shot boundary detector segments a video based on
transitions of different visual patterns.

2. face detection and tracker identify human faces present
in detected shots.

3. face embedding is extracted from each face track using
a pre-trained CNN model.

As mentioned in Section 2, a CNN model pre-trained on
a vast amount of face labels is used to extract face features
that are useful to distinguish between other faces. In practice,
pyannote-video1 was employed for face embedding extrac-
tion. More details on the pyannote-video tool can be found

1https://github.com/pyannote/pyannote-video
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in [16]. The pre-trained CNN model has a residual network
architecture trained on roughly 3 million faces with 7,485 la-
bels, and is available as part of a dlib model [18, 19].

The baseline DNN acoustic model is a feed-forward
neural network with a time-delay architecture [20]. Time-
delay neural networks can capture long-term contexts bet-
ter than simple feed-forward neural networks. During the
training phase, the network predicts probabilities of context-
dependent phones, given an audio feature vector. Cross-
entropy error is computed by comparing the probabilities
against the actual phone label. The gradients of the error
function are used to update weights of the network hidden
layers with the back-propagation algorithm.

When adapting the DNN acoustic model with speaker
face embedding, an audio feature vector is concatenated with
a speaker face embedding, as in Figure 1. This adaptation
method is similar to that in [12], except that the i-vector
is replaced for face embedding. While adaptation of the
acoustic model with an i-vector requires manually annotated
speaker labels to generate speaker-level i-vectors, adaptation
with speaker face embedding does not need such labels. Our
hypothesis is that face embedding entails speaker attributes,
emotion and identities, which can be related to voice pitch,
voice tone, accent, pronunciation, and other personal charac-
teristics of speech production.

The baseline neural language model is a RNN language
model with LSTM cells [21, 22]. The RNN language model
is capable of learning long-term context. However, accumu-
lating gradients of a long sequence may cause the exploding
or vanishing gradient problem. The LSTM cells can solve
this issue by controlling how much information is retained
while reading a sequence. On training the LSTM language
model, the model predicts probabilities of the next word given
an embedded word and the sequence history. Cross entropy
loss is accumulated through an input sequence, and its gradi-
ents propagated through the whole sequence to update layer
weights with the back-propagation through a time algorithm.

As shown in Figure 1, speaker face embedding is read by
the LSTM language model as background context, before the
model takes word embedding input. Since face embedding is
expected to carry speaker attributes and identities, our hypoth-
esis is that the language model is tuned for gender, age, and
speaker specific word choices. The adapted language model
can be used to re-rank n-best ASR hypotheses.

4. EXPERIMENTAL SETUP

This section presents the audio-visual dataset used for our ex-
periments and configuration of the models.

4.1. How2 Dataset

The How2 Dataset is a collection of instructional videos [23].
This corpus covers a variety of topics for viewers (e.g., cook-

ing, tennis), and speakers mostly talk in a formal style. Some
speakers are present outside a building, and background noise
may be present in audio files.

While this corpus was used for the experiments in [6], we
applied our own pre-preprocessing, since the original corpus
contained noise (e.g., symbols and numbers in transcripts).
Therefore, the results of this paper are not directly compa-
rable to the above paper. The cleaning steps aimed at: (1)
normalisation of symbols and numbers in transcripts, and (2)
segmentation of audio files, and rejection of mismatches be-
tween audio files and corresponding transcripts. For more de-
tails for the segmentation and cleaning, see [24].

We realised that only one speaker talks in each video. For
this reason, we assume that the longest face track detected in
each video was a speaker face. Since face detection is com-
putationally demanding, face tracking was initially applied to
every 10 seconds of each video to run the algorithm quickly.
Then, the face detector was applied again to every frame of
the videos in which no faces were detected in the first attempt,
since this results in more accurate detection. Face embedding
vectors belonging to the longest track of each video were av-
eraged to form a speaker face embedding vector. The vector
was substituted for a zero vector, when no face was detected
through face detection due to their being no face present or to
poor resolution causing a face detector failure. Overall, a zero
vector was used for 27 utterances.

For our experiments, the training set of data consists of
roughly 107 hours of audio, and the test set 4.8 hours. The de-
coding graph was trained on the whole training portion of the
original dataset (173,684 utterances) using a 3-gram language
model with modified Kneser-Ney interpolation, implemented
in the SRILM toolkit [25, 26]. When training the LSTM lan-
guage model, only the training text (34,333 utterances) cor-
responding to the audio data was used, since face embedding
was not prepared for the whole dataset. During the training
of the language model, its performance was monitored based
on perplexity on the development split of the original corpus
(1,852 utterances). The learning rate was divided by 4, when
perplexity of the previous epoch was lower than the current
epoch. The number of epochs was set to 50. This configura-
tion previously produced the best results in [10]. The model
which produced the lowest perplexity during the training was
retained as the final model. The number of utterances in the
test split of the corpus was 1,680.

4.2. Model Configuration

The audio features used to train the DNN acoustic model was
a 40 dimensional filter bank with a window length of 25 ms,
and 10 ms frame shift. Speaker face embedding had 128 di-
mensions, so that concatenation with the audio feature formed
a 168 dimensional vector. The time-delay neural network
consists of 6 layers with 1024 hidden units each. The output
size was 1568 context-dependent phones for the How2 cor-
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Table 1. Perplexity (PPL) and WER results for the adaptation
of the acoustic model and the language model. “baseline” is
the acoustic model without adaptation, “face emb” is the one
with adaptation, “i-vector” uses i-vector adaptation, and “i-
vector+face emb” is adapted with both i-vector and face em-
bedding. “LSTM rerank” is the results for n-best re-ranking
produced by the “baseline” system. “LSTM face emb” is the
adapted version of the LSTM language model. “oracle” is the
best achievable WER from a decoding graph.

PPL WER
baseline - 22.65
face emb - 22.48
i-vector - 22.66
i-vector+face emb - 22.60
LSTM rerank 119.84 21.65
LSTM face emb 120.44 21.48
oracle - 17.23

pus. The mini-batch size was 512, and the number of training
epochs was 8. The model was built using Kaldi [27].

For comparison to speaker face embedding, we applied
i-vector adaptation to the acoustic model. A Guassian mix-
ture model of 1024 components and a total variability matrix
were trained on regions of audio where voice activity detec-
tion identified speech. i-vectors of 128 dimensions were ex-
tracted from 1.5 sec. windows with 0.75 sec. shift. Assuming
each video has one speaker, speaker i-vectors were computed
by taking average of all the utterances of each video.

The LSTM language model consisted of two layers with
512 hidden units. Word embedding size was 128, which is
identical to that of speaker face embedding. The output vo-
cabulary size was 21,336 words. The initial learning rate was
20. The model was trained with 50 epochs. Dropout rate 0.2
was applied to the LSTM layers and word embedding model
to avoid over-fitting. The mini-batch size was set to 100. 30-
best hypotheses were generated by the baseline ASR for the
dataset. The LSTM language model was built with Pytorch 2.

5. RESULTS

Table 1 summarises our experimental results using the adapta-
tion technique proposed in this paper with comparison to non-
adapted models. Adaptation of the both acoustic model and
language model brought a small gain in WER. As mentioned
in Section 4.1, the How2 dataset presents only one speaker
per video. Thanks to this consistency, application of the pro-
posed technique was straightforward, and both the models
could learn person identities from the training set. Surpris-
ingly, i-vector adaptation and combining i-vector with face
embedding did not reduce WER. This is possibly because the

2https://pytorch.org/

acoustic environment of the user generated content is not al-
ways clean, and an approach to refining i-vectors such as [13]
maybe required for improvement.

6. CONCLUSION AND FUTURE WORK

This paper investigates the use of face embedding for adap-
tation of the DNN acoustic model and the LSTM language
model. Grounding multimodal information into ASR is mo-
tivated by studies on human behaviour and recent works on
multimodal ASR, in which integration of the visual (non-lip
movement) information into ASR has been established as a
promising emerging topic of research. To develop this area
of work more attention needs to be devoted to understand-
ing how humans exploit visual cues for speech and language
comprehension, as well as how automatic systems can be im-
proved with these cues.

Future work is to refine speaker face embedding. Firstly,
face embedding was only extracted from the part of the How2
corpus. This can be extended to the full dataset (173,684 ut-
terances) to create better mapping between speaker faces and
speech characteristics. Secondly, using all of the face tracks
detected in a video may also lead to better features, rather than
merely averaging face embedding vectors of the longest track
for each video. Thirdly, temporal features such as face move-
ment and body gestures could be integrated into the ASR sys-
tems. Intuitively, there should be high correlation between
body movement and speech tone (e.g., opening a mouth wide,
while shouting). Such information could be useful for recog-
nition of emotional speech. Finally, we expect speaker face
embedding to be more effective on a speech corpus contain-
ing a diverse speaker set including children, and on a corpus
of a non-English language, where grammatical constraints of
gender exist.
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