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ABSTRACT

The Screen Content Coding (SCC) is an extension of High
Efficiency Video Coding (HEVC), and it achieves significant
improvement on compression ratio. However, the obtained
coding efficiency is at the cost of high computational com-
plexity. In this paper, to reduce the computation complexity,
we propose to use an ensemble classifier for predicting the
coding unit (CU) in intra-coding. Firstly, the L1-loss based
linear support vector machine (SVM) is employed as basic
classifier for its simplicity. Then, a bagging scheme is applied
to train the linear classifiers and boost the prediction accuracy
by ensemble learning. Compared with the reference software
SCM-5.0, the proposed scheme can achieve 30% complexity
reduction on average with only 1.64% bit rates increase.

Index Terms— Screen Content Coding, Linear Classifi-
cation, Intra Coding, Coding Unit Decision, Ensemble Learn-
ing

1. INTRODUCTION

Screen content video (SCV) has attracted attention due to its
huge potential in real-time video systems, such as wireless
displays, shared screen collaboration, virtual desktop inter-
face, online education. However, the capability of real-time
encoding and transmission of SCV has been challenged by
the demand of large screen resolution and frame rate. To ef-
ficiently compress SCVs, the screen content coding (SCC)
extension was developed based on the High Efficiency Video
Coding (HEVC) and issued in February 2016[1].

SCC inherits the quadtree based CU partition structure
from HEVC. Compared to the camera captured video scenes,
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the SVCs contains many computer-generated contents such
as text, graphic or animation in the SCVs. Since SCVs has
different characteristics as it often has temporally static with
sharp edges or contains few distinct colors, etc, the HEVC-
SCC is developed and adopted some new coding tools, includ-
ing adaptive color transform (ACT) [2], palette mode (PLT)
[3], intra block copy (IBC) [4]. In HEVC-SCC test model,
both traditional intra modes and SCV specific modes are en-
coded to find the optimal coding unit (CU) partition.

As we know, HEVC achevies 50% bit rate reduction in
comparison to the H.264/AVC at the same visual quality [5],
with more than 5 times complexity increase. Moreover, SCC
increases the encoder complexity even more by adopting
these new tools. Therefore, it is necessary to investigate the
fast algorithms to speed up the SCC encoder for real-time
applications.

Currently, some fast algorithms had been proposed for
intra coding of SCC. For example, Kwon et al.[6] proposed
an intra-frame motion vector search scheme based on the
conventional intra mode cost and CU activity. To determine
whether to split or not for the current CU, Zhang et al.[7]
proposed a fast CU depth decision algorithm based on in-
formation entropy, which measures the relationship between
the information entropy of the current block and its four sub-
blocks. Tsang et al.[8] designed a simple intra prediction
method by skipping the intra-mode or IBC mode for smooth
region. Duanmu et al.[9] used the statistical features and sub-
CU related features to train neural network based classifiers
to predict the CU partition. Recently, Lei et al. [10] proposed
a fast algorithm based on statistical observation. It classified
the current CU into screen content CU or natural content CU.
Then for different CU type, the encoder is modified to skip
some modes checking. Up to now, there are still some room
to further reduce the computation complexity.

In this paper, we proposed to use an ensemble classifier
for fast CU partition of SCC intra-coding, which achieves sig-
nificantly performance improvement on computational com-
plexity reduction. The main contributions are summarized as
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follows:

o To avoid the limitation of overhead complexity, the L1-
loss linear SVM classifer is employed as a basic clas-
sifier for its efficiency on large scale data training and
simplicity on inference.

e To reduce the hyper-parameter fine tuning operations
of classifier and shorten the off-line training time, the
bagging method is adopted to design an ensemble clas-
sifier, which boosts the prediction accuracy of classifier.

o To further improve the prediction accuracy of classifier,
the feature vector correlated with mode decision were
investigated. For different CU depths, the feature vec-
tors are also different.

The rest of this paper is organized as follows. Section 2
describe the proposed algorithm in detail. Experimental re-
sults are provided in Section 3. Finally, conclusions are given
in Section 4.
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Fig. 1. Pre-encoding information for different sequences and
coding parameters. (a) and (b) are distribution and computa-
tion complexity ratios of each CU depth for sequences “Bas-
ketballScreen” and “SlideShow”, respectively. (c) and (d) are
the non-split ratios of each depth level for sequences “Basket-
ballScreen” and “SlideShow”, respectively.

2. PROPOSED ALGORITHM

In this section, we will introduce the proposed algorithm in
details, including the classifier designing strategy, feature ex-
traction and selection.

2.1. Proposed Ensemble Classifier

To analyze the theoretic bound of maximum time saving
for fast CU decision algorithm, two test sequences, includ-
ing “BasketballScreen” and “SlideShow” are pre-encoded

under different quantization parameters (QPs) for the first
twenty frames. The coding information including distribution
and computational complexity ratios of each CU depth are
summarized in Figures 1 (a) and (b). It is observed that if
the encoder can correctly determine whether to split or not
split the current CU, the computational complexity will be
significantly reduced without coding performance loss.

Inspired by the low complexity CU partition schemes [11]
for natural scene content, the CU depth decision in SCC can
be modeled as a three-layer binary classification task. For
each CU depth, the classifier needs to decide the status, in-
cluding split, non-split or uncertain. To extreme reduce the
computational complexity under a given Rate Distortion (RD)
performance loss constraint, the key problem becomes train-
ing classifiers with high prediction accuracy and small over-
head on computational complexity. In this paper, instead of
using radial basis function (RBF) kernel, the L1-loss linear
support vector machine (L1-SVM) classifier is adopted as the
basic classifier, which is efficiency on large scale data set
training and simplicity for inference. Given the feature vector
x € R?, where d is the feature dimension, the classifier gen-
erates a weight vector w and bias b for the model. Then the
decision function y is denoted as

y = f(w,b,z) = sgn(w’z +b). e))

Considering the imbalance of sample data distribution of
screen content (e.g., the ratio of the split sample is larger than
non-split sample), it is hard to learn a strong model with ex-
treme high accuracy. Thus, we design a three-output classi-
fier based on the concept of bagging from ensemble learning.
Given the large scale training set A, we generate the sub-sets
S; by randomly sampling from A. The output of weak clas-
sifier trained on the S; is denoted as y;. Suppose the number
of sub-sets is n, then the voting function O is defined as

0=> \u, )
=1

where )\, is the weighting factor for the classifier y;. The value
of O is in the range of [-1, 1].

2.2. Feature Selection

The split and non-split label of samples from intra coding is
highly depended on the structural information, pre-encoding
information and neighboring coding information. For exam-
ple, the ratio of non-split is influenced by the scene, quanti-
zation process and CU size as shown in Figures 1 (c) and (d).
To guarantee the training accuracy of classifiers, the following
representative features are adopted for different CU depths, as
shown in Table 1.

Structural information: To further remove the spatial
redundancy by intra prediction, the encoder tends to split the
current CU, which contains rich structural information such
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Table 1. Feature sets of classifier for differen CU depth levels
(DLs)

S

Feature DLO DL1 DL2

X7
Xsr
Xno
Xrange
XDis
XBits
Xr
Xy

O 00 1 N L B W N =
AR NN NN
SAKSKKKKA

SAKSKKKKKK

as text. For CU with flat and smooth textures, the encoder
may stop to avoid the bit rate overhead caused by extra header
information. In the paper, the mean absolute deviation of lu-
minance for current CU is used to measure the texture com-
plexity Xt as

1 1
Xp=q > M) =5 >0 1G9l G

B (ijeB (i.j)EB

where B represents the set of pixels in current CU, N repre-
sents the number of pixels in B. I(4, j) is the intensity value
of pixel located in (i, j). Besides, the sum of the X for four
sub-CUs is denoted as X g7 and employed as a feature.

Different from camera captured content, screen content
may contain many text regions, the range of luminance in
each CU is limited. Thus, the number of luminance compo-
nents Xy and the range of luminance X in the current block
are extracted as features.

Pre-encoding information: To accurately predict the
split probability of current CU, an effective way to pre-
encode the current CU with limited prediction mode. Since
the planar mode is simple but representative, the bit rate X
and distortion X p information of planar mode are collected
as features. Since the decision may influence by quantization
process, the quantization parameter X is also employed as
one of features.

Neighboring coding information: Due to the spatial cor-
relation, the coding mode of current CU is correlated to its
neighbor CUs. Thus, the CU partition results X and Xy
of the left and upper neighboring CUs are employed for CU
depth prediction, respectively.

2.3. Proposed Fast CU Depth Decision Algorithm

The proposed fast CU depth partition algorithm is illustrated
in Fig. 2. For the current CU (non-boundary CU), if the depth
index is smaller than 3, then the encoder will check the plan-
nar mode first. After obtaining the feature vector and calling
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Fig. 2. Flowchart of proposed algorithm

the classifier, the encoder will make decision based on the out-
put value of voting function. As shown in Fig. 2,if O = —1
(denoted as NS), then the encoder only checks the current CU
depth i. Else if O = 1 (denoted as S), the encoder will skip
the current CU and go to check the four sub-CUs at depth
1+ 1. Otherwise, the encoder will check the current CU depth
1, then goes to the CU depth 7+ 1 and checks the four sub-CUs
at depth ¢ + 1.

3. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed fast algorithm,
SCC test model with version HM-16.6+SCM-5.0 is adopted
as the software platform. The hardware platform is intel core
17-7700@3.60 GHZ, 4GB, Windows 7 64-bit professional op-
erating system. The first ten frames of five testing sequences
are pre-encoded under all-intra configuration with four differ-
ent QP settings, including 22, 27, 32 and 37. For CU j of
depth level 4, the feature vector and its label (x;;, 3;;) is col-
lected as a sample of data set D;. In this paper, the number
of weak classifier for each depth level is fixed as 2. To train
the classifiers, the data set D; is first divided into training set
A; (80%) and validation set V; (20%). Then, the training set
A; is equally divided in to two sub-sets S;; and S;2. The
weighting factor \; is fixed as 0.5.

For fair comparison, we compare proposed algorithm
with the state-of-the-arts algorithms, including algorithm in
[7] (denoted as ZMM) and algorithm in [10] (denoted as
LEI). All the algorithms are evaluated on the video sequence
recommended by JCTVC-X1015. The all-intra configuration

8545



Table 2. Summarized results on performance comparison for fast CU depth algorithms

ZHANG [7] LEI [10] Proposed
Seqences AD(dB) AR%) AT AD@B) AR%) AT AD@{B) AR %) AT
BasketballScreen -0.06 062 012 -0.30 3.04 027 -0.14 1.38 0.29
ChinaSpeed -0.03 030 017 -0.23 276 036 -0.08 090 028
ChineseEditing -0.03 0.19  0.04 -0.11 067  0.19 -0.46 2.87 0.32
MissionControlClip2 ~ -0.02 027 021 -0.18 204 035 -0.09 094 031
MissionControlClip3 -0.06 0.50  0.13 -0.26 221 0.26 -0.14 1.19 030
Console -0.44 1.83 0.05 -0.43 1.83 0.18 -0.48 200 024
Desktop -0.18 0.81 0.04 -0.40 186 022 -0.47 220 034
FlyingGraphics -0.09 0.61 0.03 -0.14 0.91 0.18 -0.14 090 030
Map -0.04 046  0.10 -0.09 .00 024 -0.10 1.07 0.26
Programming -0.09 070  0.12 -0.35 270 0.26 -0.24 1.89 032
Robot -0.01 0.31 0.17 -0.28 6.54  0.56 -0.02 044  0.19
WebBrowsing -0.15 .12 0.07 -0.47 3.51 0.26 -0.52 3.98 0.30
SlideShow -0.06 070 043 -0.34 407 053 0.14 1.61 0.40
avg -0.10 0.65  0.13 -0.28 255 0.30 -0.23 1.64  0.30

is enabled. The results of the HM-16.6+SCM-5.0 encoder
is used as benchmark. To measure the performance of the
algorithm, three metrics including BDBR (AR), BDPSNR
(AD) [12] and average time saving (AT') are employed. The
value of AT indicates the ratio of computation complexity
reduction. The value of AD and AR indicate the quality gain
and ratio of increased bit rate.

Detailed experimental results are summarized in Table 2.
It is observed that our proposed algorithm can achieve the best
performance among all the algorithms. For example, although
both our proposed algorithm and scheme LEI can save 30%
execution time on average, the AD value of the proposed
algorithm is larger than that of scheme LEI. For sequences
“BasketballScreen”, “MissionControlClip3”, “FlyingGraph-
ics” and “Programming”, the performance of proposed algo-
rithm is outstanding.

4. CONCLUSION

In this paper, we propose a fast CU depth decision scheme
based on the concept of ensemble learning for SCC intra cod-
ing. The encoder can make a decision based on the output
of ensemble classifier for executing branch subroutine, in-
cluding split, non-split or uncertain. Extensive experiments
demonstrate that the proposed scheme can achieve 30% com-
plexity reduction on average with only 1.64% bit rate increase
over the test sequences under all-intra configuration.
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