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ABSTRACT

Perceptual sound field reconstruction (PSR) is a spatial audio record-
ing and reproduction method based on the application of stereo-
phonic panning laws in microphone array design. PSR allows ren-
dering a perceptually veridical and stable auditory perspective in the
horizontal plane of the listener, and involves recording using near-
coincident microphone arrays. This paper extends the PSR concept
to three dimensions using sound field extrapolation carried out in the
spherical-harmonic domain. Sound field rendering is performed us-
ing a two-level loudspeaker rig. An active-intensity-based analysis
of the rendered sound field shows that the proposed approach can
render direction of monochromatic plane waves accurately.

Index Terms— Perceptual soundfield reconstruction, spatial au-
dio, sound field extrapolation

1. INTRODUCTION

Recreating the auditory experience of an acoustic performance has
been of interest for broadcasters, artists and academics for over a
century. Blumlein was the first to attempt rendering of sound sources
accurately in space using a pair of figure-eight microphones. Since
then, many solutions have been proposed [1], exploring different
microphone configurations, directivity patterns, and channel-mixing
strategies. Apart from approaches based on Ambisonics recording,
these methods are predominantly heuristic, and thus fundamentally
reliant on the skills and taste of sound engineers.

Higher-order Ambisonics (HOA) is an elegant approach based
on the spherical harmonics decomposition of the sound field [2].
Spherical microphone arrays can be used to record spherical har-
monic components up to a certain order. The commercially-
available Soundfield microphone allows recording up to the first
order, whereas the Eigenmike up to the fourth-order [3] harmonics.
Once the sound field has been recorded, it can be reproduced using
various decoding methods. The mode-matching decoding, for in-
stance, aims to reconstruct a certain number of spherical harmonic
components in the center of the loudspeaker array. The main issue
with HOA is that it requires expensive microphone arrays as well as
a large number ((N + 1)2 for N -th order) of carefully positioned
and calibrated loudspeakers. Methods of lower complexity, such as
SIRR [4, 5], DirAC [6], SDM [7], and Perceptual soundfield recon-
struction (PSR) [8, 9] leverage psychoacoustic phenomena [10].

PSR uses a set of microphones of specifically designed direc-
tivity patterns, each connected to a loudspeaker in a corresponding

∗The work reported in this paper is supported by the Turkish Scientific
and Technological Research Council (TÜBİTAK) Research Grant 113E513
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direction without additional mixing [9]. The microphones are posi-
tioned on a circular array the radius of which is left as a free param-
eter, that allows a control over time-intensity difference trade-offs.
A radius of 15.5 cm was used in [9], and it was shown that PSR
performs on a par with VBAP [11] and second-order Ambisonics in
the centre of the sweet-spot, but has a more graceful performance
degradation away from the sweet-spot. More specifically, PSR pro-
vides better locatedness of phantom sources than techniques based
on intensity alone. Using results of a computational model [12], the
increased locatedness was attributed to the higher naturalness of the
presented binaural cues [13].

The current formulation of PSR has two main limitations: i) it is
confined to the horizontal plane, ii) each channel requires a dedicated
(2nd or higher order) microphone. The latter becomes particularly
problematic for extending PSR to the full 3D case, as the number
of needed channels/loudspeakers increases substantially. Towards
overcoming these limitations, this paper investigates how the PSR
array can be implemented using a single, spherical-harmonics-based
coincident microphone array, such as the Eigenmike. This is carried
out in two steps. First, the pressure is extrapolated at positions of the
corresponding PSR microphones. This is done in the spherical har-
monic domain in a manner similar to other prior art methods [14].
The direction of the active intensity field is then also extrapolated at
the same positions. Second, the directions of the active intensity vec-
tors at locations of PSR microphones are used to weigh the pressure
signal according to the PSR directivity patterns. Numerical simula-
tions using the proposed method are carried out in a 3D case, and
results suggest that even a straightforward extension of PSR direc-
tivity patterns designed for the 2D case achieves very good results.

Section 2 presents the relevant background on spherical har-
monic theory and on PSR. Section 3 introduces the proposed ap-
proach, which is then numerically analyzed in Section 4. Section 5
concludes the paper and identifies future work directions.

2. BACKGROUND

2.1. Perceptual Soundfield Reconstruction (PSR)

PSR is based on the summing localisation effect [15] and uses time-
intensity stereophonic panning curves as established by Franssen [16]
and Williams [17]. These curves provide the pairs of time-level dif-
ferences between loudspeaker pairs that result in the phantom image
being perceived in the direction of one loudspeakers or the other.
In [9], directivity patterns are designed that interpolate between
such psychoacoustic laws to record and render acoustic sources at
locations between loudspeaker pairs in the context of multichannel
systems. To that end, first, the maximal time delay between chan-
nels due to a source in the direction of one of the loudspeakers is
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calculated; this delay is specified by the radius of the array and the
particular angular placement of channels. Then, the level difference
in that direction is set to be the level difference that is needed in
combination with the time delay to create a phantom source in that
direction. Finally, an equal-loudness constraint is imposed, giv-
ing the following directivity pattern which effectively interpolates
time-level difference pairs between the end points:

Γd(Θ) =

{ [
1 + sin2(|Θ|+β)

sin2(|Θ|−(φ0+β))

]−1/2

Θ ∈ [−φ0, φ0]

0 elsewhere
(1)

where φ0 is the angle between loudspeakers in the horizontal plane
and β = arctan η sin(φ0)

1−η cos(φ0)
, and where η is a value calculated

from psychoacoustic curves to achieve the desired level differences
at loudspeaker directions. The parameters used in the original PSR
formulation are φ0 = 2π/5 and η = 0.302. The reader is referred
to [9] for details of how these parameters are calculated. Whereas
different interpolating functions can be used, the formulation in (1)
has a form of a generalized tangent panning law, i.e. the tangent
panning law is its special case for β = 0, which physically means
infinite level differences (expressed in dB) in loudspeaker directions.

2.2. Spherical Harmonic Decomposition

A sound pressure p(kr, θ, φ) of a frequency ω = kc, where c is the
speed of sound, on a spherical surface of radius r, can be represented
as a linear combination of spherical harmonics [18]:

p(kr, θ, φ) =

∞∑
n=0

n∑
m=−n

pnm(kr)Y mn (θ, φ) (2)

where θ ∈ [0, π] the inclination angle with respect to the +z axis,
φ ∈ [0, 2π) is the azimuth angle defined from the +x axis,

Y mn (θ, φ) =

√
2n+ 1

4π

(n−m)!

(n+m)!
Pmn (cos θ)ejmφ (3)

are the spherical harmonics, and Pmn (·) are the associated Legendre
polynomials of order n ∈ Z+, and degree −n ≤ m ≤ n. Coeffi-
cients pnm can be calculated via the spherical harmonic decomposi-
tion (SHD) as:

pnm(kr) =

∫ 2π

0

∫ π

0

p(kr, θ, φ)Y mn (θ, φ) sin θdθdφ. (4)

2.3. Rigid Spherical Microphone Arrays

SHD coefficients can be obtained from a finite set of Q pressure
signals captured on a rigid sphere of radius ra using rigid spherical
microphone arrays (RSMAs). This involves the calculation of an
approximation to the surface integral using a numerical quadrature:

p̃nm(k) =

Q∑
q=1

wqp(θ, φ) [Y mn (θ, φ)]∗ (5)

wherewq are the quadrature weights. If discrete orthonormality con-
ditions [19] are satisfied, SHD coefficients up to an order N can be
obtained using and RSMA with Q ≥ (N + 1)2 elements.

The SHD coefficients calculated this way include the effect of
the rigid sphere which depends both on frequency and on the radius
of the sphere, ra. This effect can be eliminated according to:

pnm(k) = p̃nm(k)
/

[4πinbn(kra))] , (6)

Ear level

Fig. 1. The proposed reproduction setup with 10 loudspeakers.

where

bn(kr) = jn(kr)− j
′
n(kra)

h
(2)′
n (kra)

h(2)
n (kr), (7)

and jn(·) and h(2)
n (·) are the spherical Bessel function of the first

kind and spherical Hankel function of the second kind, respectively.
The derivatives of these functions with respect to their arguments are
given as j

′
n(·) and h(2)′

n (·), respectively.

3. 3D-PSR RECORDING VIA EXTRAPOLATION

3.1. Motivation

The 3D extension of PSR studied here uses a reproduction setup of
10 loudspeakers, arranged in two horizontal layers above and below
the ear level, as shown in Fig. 1. Each layer consists of 5 pentago-
nally placed loudspeakers, rotated by π/5 with respect to each other.

The corresponding 3D-PSR microphone array requires micro-
phones positioned on the surface of an open sphere of radius 15.5
cm, with their acoustic axes pointing towards the loudspeakers. De-
sign of a bespoke 10 channel near-coincident microphone array is
challenging. If the design is carried out using differential micro-
phone arrays (DMAs) [20] of order M , at least 10M + 1 micro-
phones would be needed (assuming that the center microphone is
shared among all channels), that are equalised for their frequency
responses. The positioning of these DMAs would also present prac-
tical problems. The same directivity patterns can also be designed
via steered beamforming using the SHD coefficients obtained from
an RSMA. However, the lack of inter-channel time delays [9] elim-
inates one of the fundamental premises of the original PSR design.
In order to keep the robustness and flexibility offered by the RS-
MAs whilst capturing interchannel time differences, we propose an
approach based on sound field extrapolation using SHD coefficients.

3.2. Sound Field Extrapolation

A pressure field composed of plane waves can be approximated us-
ing a linear combination of spherical harmonic functions as:

p(k, r) =

N∑
n=0

n∑
m=−n

pnm4πinjn(kr)Y mn (θ, φ). (8)

where r = (r, θ, φ) represents a point in spherical coordinates.
Note that limN→∞ p(k, r, θ, φ) characterises the sound field exactly
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at all points while the truncated series given in (8) will provide a
good approximation only up to a finite radius around the origin [21].

Particle velocity and pressure are related by conservation of mo-
mentum which can be expressed in time and frequency domains as:

−∇p(t, r) = ρ0
∂u(t, r)

∂t

F←→ −∇p(k, r) = jρ0kcu(k, r), (9)

where ρ0 is the ambient density. Particle velocity can be calculated
at an arbitrary point around the origin using this relation as:

u(k, r) = − 1

jρ0kc

[
∂p

∂r
ûr +

1

r

∂p

∂θ
ûθ +

1

r sin θ

∂p

∂φ
ûφ

]
(10)

where ûr , ûθ , and ûφ are the unit vectors in the radial, inclination
and azimuth directions, respectively. The partial derivatives are:

∂p

∂r
=

N∑
n=0

n∑
m=−n

pnm4πinkj
′
n(kr)Y mn (θ, φ) (11)

∂p

∂θ
=

N∑
n=0

n∑
m=−n

pnm4πinjn(kr)
∂Y mn (θ, φ)

∂θ
(12)

∂p

∂φ
=

N∑
n=0

n∑
m=−n

pnm4πin+1mY mn (θ, φ) (13)

where

∂Y mn (θ, φ)

∂θ
= (14)[

m cot θY mn (θ, φ) +
√

(n−m)(n+m+ 1)e−iφY m+1
n (θ, φ)

]
and Y mn = 0 for |m| > n.

Once particle velocity is extrapolated, active intensity, that rep-
resents the direction and strength of energy, can be obtained at any
point at which the approximation is sufficiently accurate as:

Ia(k, r) =
1

2
Re {p(k, r)u∗(k, r)} . (15)

This will be used to obtain directional responses of emulated micro-
phones located at desired positions.

3.3. Microphone Directivity Patterns

Once the direction of the sound field is calculated via the extrapola-
tion, it is possible to obtain virtual microphone recordings at points
around the sphere, and thus emulate near-coincident recording se-
tups. A microphone directivity pattern can be represented as a linear
combination of spherical harmonic functions as:

Γ(θ′, φ′) =

N∑
n=0

n∑
m=−n

αnmY
m
n (θ′, φ′) (16)

where (θ′, φ′) is the local spherical coordinates defined with respect
to the microphone axis and the coefficients αnm ∈ C have to sat-
isfy αnm = ±α∗nm to obtain an axisymmetric pattern. In order for
Γ(θ, φ) to be real the coefficients should satisfy αnm = α∗nm. The
design space can be constrained to use the spherical harmonics of
degree m = 0, resulting in [22]:

Γ(Θ) =

N∑
n=0

αn

(
2n+ 1

4π

)
Pn(cos Θ) =

N∑
n=0

βn cosn Θ (17)

where Θ is the angle between the acoustic axis of the microphone
and the wave of a plane wave. The directivity pattern can be con-
strained to have unit response in the direction of its acoustic axis
by imposing

∑N
n=0 βn = 1. Whereas the method proposed here

is not limited to axisymmetric directivity patterns, we employ the
time-intensity directivity pattern described in Section 2.1 [9].

The PSR pattern, Γd(Θ), is approximated here as a pattern in
the form (17) by jointly minimizing the L2-distance in the pick-up
region and the L2-norm in the rejection region:

argmin
β1,β2,...,βN

λ

∫ φ0

0

|Γ(Θ)− Γd(Θ)|2 + (1− λ)

∫ π

φ0+ε

|Γ(Θ)|2 dΘ

(18)
The resulting pattern for λ = 1

2
, ε = π

10
, andN = 4 has coefficients

β0 = 0.001, β1 = 0.458, β2 = 0.536, β3 = 0.040 and β4 =
−0.126 (obtained using Mathematica 11).

3.4. Emulated off-centre microphone recordings for 3D-PSR

The local pressure, p(k, r) and the active intensity vector, Ia(k, r)
can be calculated at any point r within a region where the sound field
extrapolation is accurate. The directional response of the emulated
microphone depends on the angle between the local intensity vector
and the acoustic axis of the microphone:

Θr = arccos
〈r, Ia(k, r)〉
|Ia(k, r)||r| (19)

Then, the emulated microphone signal is obtained as

prec(k, r) = Γ(Θr)p(k, r).

3D PSR involves the calculation of emulated microphone signals
at a distance of 15.5 cm with the directivity pattern given above. The
acoustic axes of the emulated microphones are radially outwards.
The microphones at the top and bottom layers have common incli-
nation angles of θt ≈ 0.352π and θb ≈ 0.648π, respectively. The
azimuth angles for the top and bottom layers are φt = 2mπ/5 and
φb = (2m+ 1)π/5 for m = 0, . . . , 4. We assume that the listener’s
head would be positioned at the centre of the loudspeaker rig.

4. NUMERICAL EVALUATIONS

We evaluated the 3D-PSR proposed here using numerical sim-
ulations in terms of their directional reproduction accuracy for
monochromatic plane wave fields. Absolute angular error used in
the discussion below is defined as:

ε(r) = arccos 〈nPSR(r),npw(r)〉 (20)

where nPSR is the unit vector in the direction of the reproduced field
and npw is the unit vector in the direction of the plane wave.

We evaluate the directional accuracy of reproduced sound fields
due to monochromatic plane waves of frequencies 250 Hz, 500 Hz,
and 1 kHz, incident from nk = (π/2, π/4) and reconstructed using
3D-PSR. The simulations use emulated microphone recordings us-
ing the sound field extrapolated 15.5 cm away from the origin. The
maximum order of extrapolation used were N = 1, N = 2, and
N = 3, for 250 Hz, 500 Hz, and 1 kHz waves, respectively. Fig. 2
shows the angular reproduction error as a contour plot and intensity
vectors as a vector plot for the tested cases. The average directional
errors calculated within a spherical volume of radius 0.2 m around
the center of the simulated volume are 0.66◦, 3.68◦, 27.75◦, for the
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Fig. 2. Reconstructed sound field around the optimal listening area for a monochromatic plane wave with (a) f = 250 with N = 1, (b)
f = 500 with N = 2, and (c) f = 1 kHz with N = 3. The contour plot shows the direction error (in degrees). The vector plot shows the
local active intensity. The circle shows a circular region with a radius of 0.2 m. Note that the color bars are different across figures.

(a) (b)

Fig. 3. Average absolute angular error (in degrees) for different di-
rections of incidence for a monochromatic plane wave with f = 500
Hz and N = 2 in (a) horizontal plane (θ = π/2 and φ ∈ [0, 2π)),
and (b) median plane (θ ∈ [0, π] and φ = 0)

three tested frequencies respectively. Figures also indicate that the
directional accuracy decreases as the frequency increases.

In order to assess the dependence of system accuracy on the
direction of incidence we simulated monochromatic plane waves
(f = 500 Hz) incident from different directions in the horizontal and
the median planes. Fig. 3 shows average absolute angular errors (in
degrees) within a sphere of radius 0.2 m as polar plots for incidences
in the horizontal and median planes. The maximum order used in
the extrapolation was N = 2. The figures indicate a good repro-
duction accuracy in terms of active intensity directions, specifically
in the horizontal plane. Potentially improved performance could be
achieved by including two loudspeakers positioned at the apex and
nadir of the sphere, respectively. While average absolute angular
error can be high for elevated sources, the perceptual impact is not
likely to be high since localisation blur for directions above the hor-
izontal plane are generally higher [15].

5. CONCLUSIONS AND FUTURE WORK

An extension of perceptual soundfield reconstruction to three dimen-
sions was presented in this paper. Such an extension is not triv-
ial with differential microphone arrays due to the required number
of microphones and the necessity to equalize them. We proposed
a conceptual framework that enables 3D-PSR recordings over rigid
spherical microphone arrays via sound field extrapolation. Numeri-
cal simulations with monochromatic sound fields using the directiv-
ity pattern designed for 2D-PSR show that 3D-PSR via sound field
extrapolation is feasible. Notice also that the proposed extrapolation
method is not limited to PSR microphone arrays, but can be used
with any near-coincident array, including those typically used in the
audio engineering community [1].

The following directions of future work are envisioned. The di-
rectivity pattern used here was designed using interchannel time and
level differences needed for accurate horizontal localization. Ob-
taining an appropriate directivity pattern taking into account psy-
choacoustics in the vertical-dimension is the subject of future work.
Future work will also include different extrapolation methods as well
as a formal analysis of the error measure of the extrapolation step,
including white noise gain (WNG) analysis. We expect a larger error
in extrapolated positions further away from the centre. This means
there may be a trade-off between noise gain/extrapolation error and
taking advantage of the perceptual improvement of time-intensity re-
production. Finally, a comparison with other recording/reproduction
systems is necessary to demonstrate the utility of the proposed tech-
nique. Different loudspeaker arrangements will be explored too.
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and design of multichannel systems for perceptual sound field
reconstruction,” IEEE Trans. Audio, Speech, Language Proc.,
vol. 21, no. 8, pp. 1653–1665, August 2013.

[10] H. Hacıhabiboglu, E. De Sena, Z. Cvetkovic, J. Johnston, and
J.O. Smith, “Perceptual spatial audio recording, simulation,
and rendering: An overview of spatial-audio techniques based
on psychoacoustics,” IEEE Signal Processing Magazine, vol.
34, no. 3, pp. 36–54, 2017.

[11] V. Pulkki, “Virtual sound source positioning using vector-base
amplitude panning,” J. Audio Eng. Soc., vol. 45, no. 6, pp.
456–466, June 1997.

[12] E. De Sena and Z. Cvetković, “A computational model for the
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