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ABSTRACT

After many years of practicing, reading and writing about signal pro-
cessing education, we have observed some common themes. This
paper discusses the trade-off of simulation versus the use of real-
time processing on real-world signals as a motivator for signal pro-
cessing students. A real-time DSP demonstration accompanies the
presentation of this paper.

Index Terms— signal processing education, demonstration,
simulation, real-time

1. INTRODUCTION

The authors have been highly involved in signal processing educa-
tion for over 20 years. Over that time, we have written many papers
(at ICASSP, ASEE, and other venues) that have described our vari-
ous lessons learned, projects that worked well, and described many
tools that we made freely available to educators [1–26]. In all of
those years, our fundamental goal of maximizing student engage-
ment has not changed.

We believe that if students are truly interested in a topic, not only
will they pursue course knowledge, but they will regularly exceed
our educational expectations. This belief has been confirmed over
and over with our students at multiple institutions.

Most professors agree that interactive learning, exercises, and
demonstrations are invaluable for helping students understand a
given concept [22, 27–36]. We’ve come to believe that even more
effective than demonstrations where students sit passively are actual
hands-on exercises and projects [2, 3, 9, 10, 15, 17, 23]. We even
provide a book and website that supports hands-on projects [37,38].

In our opinion, the hook that metaphorically reels the students
in is working with real-world signals, preferably on real-world hard-
ware. This is what industry does, and a significant number of our
students will go on to work for industry.

2. WHAT PLATFORM?

The question immediately arises: what hardware platform should
be used? The hardware target of choice can vary and will naturally
evolve as technology continues to advance. We’ve seen the tran-
sition from mainframe offline computing, to specialized processor
architectures that led to the first DSP chips, to floating-point pro-
cessors, to field programmable gate arrays (FPGAs), to high perfor-
mance computing (HPC) or multicore signal processors, the reinvig-
oration of the hobby or maker movement with low-cost boards such
as Arduino and Raspberry Pi, to power hungry, massively parallel,
graphical processing units (GPUs), and even to implementing signal
processing algorithms on smartphones. This list is by no means com-
plete, and even if we cataloged all of the major advances, in the next

year or the next decade, something new and probably revolutionary
will surely be added to the list.

This constant advancement is what keeps industry going, and
we believe it also keeps a great number of engineers employed and
students applying for admission to our Colleges of Engineering.

Years ago, with the widespread adoption of personal comput-
ers into our classrooms and teaching labs, simulation took over and
most students were amazed by the presentations that could be pro-
vided. We believe that those days are gone; they are probably at least
a decade in the past and today’s students are not at all enthralled
with simulation. The only possible exception to this is if the simu-
lation involves a video, but today’s students are at best simply toler-
ant of these “canned” simulation presentations. However, hands-on
demonstrations with real-world signals still excite most students.

Working with real-world signals in an interactive, hands-on
manner implies real-time DSP. While real-time DSP can be per-
formed using low-cost boards such as Arduino [39–41] or Raspberry
Pi, [42–44] we also find that real-world hardware adds to the efficacy
of the demonstration. By real-world hardware, we mean hardware
(and the associated development tools) that may very well be used to
develop a commercial product when the student becomes a working
engineer. This tends to make Arduino and Raspberry Pi and similar
solutions less attractive.

The authors have used many platforms over the years, with the
majority being based on one of the commercial-level DSP chips from
Texas Instruments (the TMS320x chips). We have used C31, C6201,
C6211, C6711, C6713,. . . most recently, we have been using the
OMAP-L138, which incorporates both a C6748 DSP core and an
ARM-9 core. The Texas Instruments hardware is programmed with
the professional-grade Code Composer Studio, which the students
seem to appreciate. There are certainly other hardware and software
options, but this is what we have been using.

3. HANDS-ON DEMONSTRATIONS

The possibilities are many for hands-on demonstrations using real-
world signals and real-time DSP hardware. For example, we have
engaged our students in hands-on real-time demonstrations that in-
clude

• sampling and quantization;
• digital filter design, implementation, and testing;
• unstable system implementation;
• phase response and group delay;
• modulation and demodulation;
• beam forming, using inexpensive microphones;
• biomedical signal conditioning;
• encoding and decoding Caller-ID signals;
• control of high-amperage external devices;
• sampling rate conversion;
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Fig. 1: The main winDSK8 user interface.

• signal processing of financial data;
• software defined radio;
• adaptive filters;
• video signal manipulation;
• multispectral imaging;
• and the basics of optical engineering.

The possibilities are endless.
No one realistically expects every ECE or EE professor to be-

come expert in the hardware and software tools for real-time DSP,
but that isn’t necessary to be able to incorporate such demonstrations
into their courses. The authors have routinely provided tools, freely
available to educators, that make it relatively simple to get students
involved with real-time hands-on demonstrations. For example, the
winDSK tool, and it’s follow-ons winDSK6 and now winDSK8, ex-
ist to allow any professor to perform real-time demonstrations with
little effort [4, 13, 19].

The latest version, winDSK8, can work with the OMAP-L138
multicore system-on-a-chip, or with the single core C6713. The
main user interface for winDSK8 is shown in Fig. 1.

4. RESULTS

Some discussion of the results of a few of the more recent demon-
stration topics listed above may be helpful to professors seeking to
incorporate real-time hands-on demonstrations into their courses.

At ICASSP 2013, we discussed using adaptive filters as the
demonstration vehicle for our students’ real-time hands-on exer-
cises [21]. We found that the majority of our students agreed with

our belief that the adaptive filter demonstration helped them under-
stand the underlying signal processing concepts, despite the fact that
only one class period was spent on this topic. A survey question
designed to assess the efficacy of DSP demonstrations in general
averaged a score of 4.29 on a 5-point Likert scale, where 5 is most
effective. This certainly is in line with our anecdotal experiences
regarding the teaching effectiveness of demonstrations in the class-
room.

At ICASSP 2014, we described how we used a video see-
through application to help students understand not only signal
processing concepts, but also the basics of video signal format-
ting [22]. Using real-time digital signal processing rather than the
more comfortable method of using off-line processing (such as us-
ing MATLAB) greatly increased the effectiveness of the exercise.
While “see-through” is a simple process on the surface, we find that
students must establish confidence in the hardware and software
platform before any significant learning can begin. In the audio
realm, a talk-through project accomplishes this. For moving on to
a more complicated signal such as video, we used a see-through
project.

This point deserves more discussion, as many professors con-
sider it a waste of time. Including a bare-bones first project, such as
talk-through or see-through, to build student confidence in the real-
time platform is a valuable pedagogical approach. We have found
that skipping this step greatly reduces student motivation to pursue
the real cause of incorrect results from a real-time DSP exercise.
That is, students are otherwise quick to “blame” the platform. Estab-
lishing a working baseline in the students mind, using talk-through
or see-through, is definitely worth the time.

7870



At ICASSP 2016, we discussed how signal processing can be
used as a segue into related topics, such as optical engineering [24].
The daunting challenge of teaching practical optical engineering in
a single course can be greatly reduced by taking advantage of ex-
isting student knowledge of signal processing concepts. In general,
for students learning a new topic area, a particularly efficient and
effective method takes best advantage of the students’ prior knowl-
edge. By making links to their existing cognitive frameworks, our
students were far less intimidated by the new subject material, and
more quickly mastered an acceptable level of expertise, compared to
a “starting from scratch” approach to a new topic area.

At ICASSP 2018, we discussed how the new generation of af-
fordable infrared (IR) cameras can be used for an interesting exercise
in DSP for the students, in particular for introducing the concept of a
multispectral signal [26]. These cameras provide both IR and visible
images, hence the multispectral aspect. We described the use of a
FLIR E60 IR camera in a graduate digital image processing course,
in which both IR and visible images were used as the basis for an
open-ended final project in the course that required them to design
and implement an image fusion algorithm. By using both pre- and
post-project questionnaires, we were able to confirm that the project
was a positive experience for the students, and helped motivate them
to master the course material.

5. CONCLUSIONS

Today there is a global need for engineers who are literate, confi-
dent, and competent in DSP. An obvious solution for supplying this
need is for universities to educate new engineers. To help educate
the next generation of DSP engineers, several powerful and highly
versatile options are available. Real-time or quasi real-time systems
can be implemented using, for example, microprocessors, field pro-
grammable gate arrays, dedicated DSP hardware, general-purpose
processors, graphical processing units, or smart phones. We dis-
cussed our efforts above in using a number of different dedicated
DSP hardware devices to enhance our students understanding of sig-
nal processing concepts and to develop a hardware and software
skillset routinely sought by future employers. We also laid out the
case that real-time, hands-on exercises or demonstrations, using real-
world signals, is still one of the most motivating methods to use with
today’s students.

We strongly encourage faculty who teach DSP to incorporate
demonstrations and hands-on experience with real-time hardware for
their students. We have made various resources widely available to
help in this endeavor, and they are freely available to educators.
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