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ABSTRACT
This paper proposes a novel method to detect sleep per-

sons in real classroom scenes, which is useful for detecting
the attention of students. There are several challenges for
sleep gesture detection, including occlusion, various sleep
gestures, interference terms with similar features like writing,
and small sleep gesture targets. To solve these challenges, we
first build a sleep gesture dataset from hundreds of real classes
among schools in Shanghai. Second, to detect sleep gestures
we propose a modified R-FCN integrated with feature pyra-
mid and deformable convolution. Moreover, we design an
efficient local multiscale testing algorithm to address small
sleep gesture detection. Experiments on our sleep dataset
have shown that our approach significantly outperforms the
basic R-FCN and reaches 0.74 AP@0.5. Especially, for
small-size sleep gestures, our method gets an impressive im-
provement at 90% on our hard-samples dataset with just little
additional time consumption. Besides, experiments on a large
number of real video streams have proven our algorithm is
applicable in real classroom scenes.

Index term– sleep gesture detection, R-FCN, feature
pyramid, deformable convolution, local multiscale testing

1. INTRODUCTION

Human behavior analysis is quite useful, such as the
driver state analysis during driving [1], the pedestrian behav-
ior analysis at intersection [2] and hand gesture recognition
for human-computer interaction [3]. Recently, vision-based
deep learning methods are used to analyze student behavior in
classroom [4, 5], which faithfully reflect the teaching atmo-
sphere and quality. In this paper, we focus on sleep gesture
detection, shown in Fig. 1. Several challenges exist, such
as similar gestures, various sleep gestures and small sleep
gestures.

Based on the researches on other gestures detection [4, 6],
two kinds of algorithms are usually utilized: pose estimation
algorithms and object detection algorithms. For pose esti-
mation algorithms, [7] first employs Deep Neural Networks

The work was supported by NSFC (No. 61671290), the Key Program for
International S&T Cooperation Project of China (No. 2016YFE0129500),
Shanghai Committee of Science and Technology (No. 17511101903), and
China Postdoctoral Science Foundation (No. 2018M642019).

(a)

(b)

Fig. 1. Sleep gesture detection. (a) shows our approach uses
video streams of live cameras in class as input to the local
server or the cloud server. Then our algorithm will output the
results for further analysis. Our approach surpport real-time
analysis. (b) shows various sleep gestures in our dataset.

(DNNs). [8] proposed an innovative and robust person key
points detection algorithm and [9] proposed an algorithm with
a different methodology but also get good results. For object
detection algorithms, there are two-stage methods like R-FCN
[10] and one-stage methods like SSD [11].

For pose estimation, the algorithm will generate human
key points like heads, shoulders, and knees. However, in real
classroom scens, the bodies of students are often occluded
with many key points missing. Besides, due to similar be-
haviors such as writing or just head-down, we hardly find a
proper mapping for these key points to specific gestures.

For object detection, two-stage methods with higher ac-
curacy are more suitable for our sleep detection task. Two-
stage object detection algorithms such as Faster R-CNN [12],
R-FCN [10], and Mask-RCNN [13] are recently proposed,
which achieve impressive detection results on public datasets
like PASCAL VOC [14]. By testing on several existing two-
stage algorithms, we choose R-FCN [10] as our basic back-
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Fig. 2. Overall structure of our approach. A feature pyramid is built on conv2, conv3 and conv4, which is used for RPN’s
input. Deformable convolution is used to do deformable position sensitive ROI pooling. Local multiscale testing addresses
discrimination of small targets.

bone.
Based on the above analysis, we propose a novel object-

based algorithm to efficiently detect the sleep ones in real
classes. First, we label the sleep gestures with bounding
boxes from real class videos, and built a sleep gesture dataset.
Second, we modify the R-FCN [10] detection network by
employing a feature pyramid to exploit detailed features from
former layers to better distinguish sleep gesture from other
gestures, and using deformable convolution networks [15]
method in the PSRoiPooling part to make the detection net-
work more adaptable to various sleep gestures, then train the
network on our dataset. Third, we use a local multiscale test-
ing (LMT) algorithm to address small sleep gesture detection
problem. The exprimental results on our real dataset have
demonstrated the effectiveness and effciency of the proposed
algorithm.

2. OUR APPROACH

In this section, we first introduce the overall architecture
of the proposed algorithm for sleep gesture detection, and
then explain the improvement parts utilized in the network
structure. The proposed local multiscale testing strategy is
presented thereafter.

2.1. Overall Architecture

The overall architecture is shown in Fig. 2, which can
be divided into two parts, i.e., the network for sleep ges-
ture detection and strategy of local multiscale testing. The
detection network is based on R-FCN [10] object detection
neural network, and ResNet-101 [16] is used to extract fea-
tures. ResNet-101 [16] has 5 residual blocks, and each block
is marked as {C1, C2, C3, C4, C5}. We modify the origi-
nal R-FCN [10] to make our detection more precise: in re-
gion proposal network(RPN), instead of using the C4 as in-
put, we build a feature pyramid which combines C4, C3, C2
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Fig. 3. Feature pyramid structure. Left part is 3 blocks of
the ResNet [16] backbone, and right part is the feature pyra-
mid. Here we use deconvolution instead of nearest interpola-
tion to upsample the feature map.

as the RPN’s input, and P4 is also concatenated with C5 to
enrich the feature extraction; and the original position sen-
sitive Roi pooling is integrated with deformable convolution
network (DCN). The second part is a novel local multiscale
testing algorithm to address the small sleep gesture detection
problem, which is both time and memory efficient.

2.2. Feature Pyramid

Feature pyramid has many approaches, for example, dis-
cretized image pyramid [17] and multiple feature maps [18].
Combined with multiscale detection [19], [20] proposed a
feature pyramid network (FPN) for object detection and get
significant performance improvement.

We want to exploit features extracted at previous layers
to have more details and we build a feature pyramid shown
in Fig. 3. Especially, different from FPN [20], we use de-
convolution [20] instead of nearest neighbour or bilinear in-
terpolation to upsample, because we think naive upsampling
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Fig. 4. Deformable position sensitive RoI pooling [15].

ways may not correctly express the spatial relation between
different levels of features. A major challenge in sleep ges-
ture detection is that many minor differences could affect the
ground truth, for example, some facial expressions and open-
ing eyes. However, features extracted at deeper layers often
represent high level semantic meaning, which may omit those
minor differences. So the features from previous layer is im-
portant in our sleep gesture detection.

2.3. Deformable Convolution

Deformable convolution addresses spatial transformation
problems of object features. A problem we are facing is sleep
gesture could vary a lot, which can be decomposed into spatial
transformations. We also notice that the bounding boxes of
the detected targets are sometimes inaccurate, that is though
the detection is correct, but the position and the size of the
bounding box is confusing. So we apply deformable position
sensitive RoI pooling [15] in R-FCN [10], shown in Fig. 4.

2.4. Local Multiscale Testing (LMT)

In training samples, different size of bounding boxes is
not distributed equally, as shown in Fig. 5. The unequal dis-
tribution causes the network not sensitive to those targets of
small sizes. In practice, usually a hard confidence thresh is set
to distinguish good or bad detected targets. But this method
will omit large percent of small true positives whose size is
small than most training samples. Multiscale algorithm works
well for small targets, for example in tiny face detection [21]
and in pedestrian detection [22]. But the naive multiscale al-
gorithm is both time and memory intensive.

In our experiment we find most small true positives have
low confidences, so we propose a Local Multiscale Testing
algorithm. Our algorithm process output boxes of different
sizes separately. We set a size thresh S. For targets whose
size is larger than S we process them with a hard thresh

Fig. 5. Distribution of average side length. Average side
length is the mean value of the height and width of a roi.
Most samples’ average side length are around 150 pixels.

threshh, only targets of confidence bigger than it will be
kept. Here, size = (height+ width)/2.

For those targets whose size is smaller than S, we have
a soft thresh threshs and a hard thresh threshh. First, we
keep those targets whose confidence is bigger than threshs.
And for these kept targets, we set a same sleep detection net-
work, but with a small input size (1/4, for example). For each
kept target roii, we rescale the image to enlarge the sizei of
the roii to the average value size in traing set:

imagei = rescale(image, ratio = size/sizei) (1)

Then according to the input size size′ of the small-net we set,
we crop imagei to get the image patch with the center of roii
at the center of the image patch:

patchi = crop(imagei, center(roii), size
′) (2)

Then we collect these patches and feed them to the small-
input net to get the new results. We use the new results to
update the original small targets by applying Non-Maximum
Suppression (NMS) on the combination of them. After the
update is done, threshh is applied to them, and those targets
of confidence larger than threshh are kept.

This local multiscale testing algorithm will only increase
detection time and memory usage slightly because the input
size of the net is small, and we know that the detection time
and memory ususage is O(N2), where N is the input side
length. And this algorithm performs better in small sleep ges-
ture detection, not only the recall is increased, but also the
bounding box position is more accurate.

3. EXPERIMENT RESULTS

We have conducted extensive experiments on our sleep
gesture dataset and real video streams to prove our approach
works. Estimation on dataset uses average precision(AP)
[14], and on hard samples we focus on the recall.
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3.1. Our sleep gesture dataset

Our dataset contains images with bounding box annota-
tions. The images were taken by 1080P camera in real class-
room environments, and we gather our data from primary,
middle and high schools in Shanghai, China, in which there
are students from 7 to 18 years old. Our dataset contains 3k
images which include 5k sleep gesture targets. We use a sub-
set of 4k samples for training and 1k to test. Besides, a hard
subset of test set which contains 157 images with small (less
than 80 pixels) sleep gesture targets, is used to demonstrate
the usefulness of LMT for small sleep gesture detection.

3.2. Sleep gesture detection in our dataset

We conduct several experiments on our dataset to prove
our approach works well in real classroom condition. Table
1 shows the detail results of our experiment. The base-
line 0.608(AP@0.5) is the original R-FCN [10]. Compar-
ision between bilinear interpolation upsample and decon-
volution shows deconvolution performs better. By applying
deformable convolution the result increased to 0.6713. By ap-
plying both modifications, AP@0.5 finnally reaches 0.7477.
We also test Faster-RCNN with FPN, and the AP@0.5 is
0.6309. There is also a significant improvement on AP@0.7
which means more accurate bounding boxes are generated by
our proposed approach. The detail result is shown in Table 1.

Table 1. The result of our experiments.
Algorithm AP@0.5 AP@0.7

Faster-RCNN+FPN 0.6309 0.4705
R-FCN [10] (baseline) 0.6080 0.3904
RFCN+FP (bilinear) 0.6709 0.4432
RFCN+FP (deconv.) 0.7245 0.4636

RFCN+DCN 0.6713 0.4822
RFCN+FP+DCN (ours) 0.7477 0.5506

3.3. Local multiscale testing in the hardset

Table 2 shows AP improvements among the hard sub-
set testing with the proposed LMT. As shown in Table 2,
AP@0.7 is increased significantly which means the gener-
ated bounding boxes are more accurate. By setting a hard
confidence thresh 0.9, 40% are detected by our modified R-
FCN [10]. By applying LMT, with hard thresh 0.9 and soft

Table 2. The result of our experiments on the hard set.
Algorithm AP@0.5 AP@0.7

R-FCN [10] without LMT 0.3280 0.2242
Ours without LMT 0.6021 0.3995
Ours with LMT 0.6477 0.5223

Fig. 6. Demo of LMT. The red bounding box marks the
area which is cropped and scaled to feed the small-input net.
’2.03x’ in the green tag means scaling ratio is 2.03.

Fig. 7. Perfomance of LMT. With LMT, the recall increase
90% only at a cost of 23% time consumption increase. The
testing is conducted on a single nvidia GTX 1070 GPU.

thresh 0.1, 76% are detected with only additional 23% time
consumption. Fig. 6 shows a demo of LMT.

The straightforward multiscale testing, which is scalling
the full image, were not considered. Those small targets usu-
ally need to be scaled at around 2 to 4 times bigger, which
significantly increase the memory consumptions of GPU and
detection time, and it is unacceptable for real applications.
Fig. 7 illustrates the testing results by using LMT, which dra-
matically improve the detection performances with slightly
increase of detection time.

4. CONCLUSION

We design a sleep gesture detection architecture in the
real classroom environment. Feature pyramid was intro-
duced to exploit features from both deep and shadow layers.
Deformable convolution is used to make the network more
adaptable to mutable sleep gestures. We also propose a local
multiscale testing algorithm to address small sleep gesture
targets detection. All these strategies work together to effec-
tively detect the sleep students in real classrooms.
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