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ABSTRACT

Input features are indispensable for almost all machine learn-
ing methods; however, their definitions themselves are some-
times too abstract to extract automatically. Human-in-the-
loop machine learning is a promising solution to such cases
where humans extract the feature values for machine learning
models. We use crowdsourcing for feature value extraction
and consider a problem to aggregate the feature values to im-
prove machine learning classifiers. We propose a novel neu-
ral network model called CROWNN, a neural network with
crowd-generated inputs with the worker convolution layer,
that learns both the capabilities of human feature extractors
and the weights of a neural network classifier by applying
the idea of the convolution neural network to feature aggrega-
tion. Our experiments using four datasets show the proposed
method outperforms the baseline method using unsupervised
aggregation methods in some datasets. We also show the ro-
bustness of the proposed model against the existence of spam
workers, especially when they are malicious workers who in-
tentionally flip the feature values.

Index Terms— Crowdsourcing, human computation,
human-in-the-loop

1. INTRODUCTION

The recent significant advances of machine learning have cre-
ated many promising applications in various fields in science
and industry. When we apply machine learning to a particu-
lar problem, the first thing to do is to represent the data as
machine-readable feature values. However, the definitions
of the features are sometimes so abstract that automatic ex-
traction is difficult for machines. On the other hand, it is
sometimes relatively easier for humans to extract them. In
such case, the idea of human-in-the-loop machine learning is
a promising option where humans extracts the feature values
and machines learn using them. Traditionally, the time and
financial cost of recruiting human labors had been the major
bottleneck to execute such human-in-the-loop process; how-
ever, the recent rise of crowdsourcing platforms has made it
easier to include human labors into a machine-learning pro-
cess because they allow us to access a large amount of hu-
man labors at cheap costs in an on-demand manner [1, 2].
Examples of problems in which human-machine collabora-
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tion is effective include identification of painters of paintings,
detecting fake laughs in a video; they are relatively difficult
problems for both machines and humans without expertise.
On the other hand, it is rather easier for humans to give use-
ful abstract features, for example, whether or not a painting
has a positive atmosphere, or whether or not a person laughs
shaking by sobs. These features are expected to contribute to
the prediction targets; in such cases, the human-in-the-loop
process has an advantage over machine-only processes.

One of the major concerns when using crowdsourcing
in the human-in-the-loop processes is the variable quality
crowdsourcing results. The ability and motivation of crowd-
sourcing workers are not even, which can result in uneven
quality of crowdsourcing results [3]. A common solution to
this problem is introduce redundancy; we ask a same task to
multiple workers and aggregate their answers to obtain a more
reliable result. The simplest way is to take majority voting;
however, it does not consider the variety of worker ability.
In addition, sometimes we have uncooperative workers such
as spam workers and malicious workers. Spam workers try
to earn easy money, for example, by answering a constant
answer or random answers to all questions, while malicious
workers try to deceive the requester by answering wrong an-
swers. Existence of such workers degrades the quality of the
aggregated answers; therefore, more sophisticated statistical
methods considering worker ability [4] and task difficulty [5]
have been studied. Most of such label aggregation methods
are unsupervised, i.e. the ground truth labels are not given.
On the other hand in our situation, although the ground truth
labels for features are not given, the correct class labels are
available. The existence of such ground truth class labels
are expected to indirectly contribute the quality control of
the feature labels, and therefore we expect simultaneous esti-
mation of worker ability and a classification model performs
better than separate estimation of them.

In this paper, we propose CROWNN, a neural network
classifier based on the feature labels extracted with the help
of crowd workers. CROWNN has a special layer called the
worker convolution layer to take the ability of the workers
into account. CROWNN learns the worker ability (i.e., the
worker convolution filters) and the classifier simultaneously.
Our experiments investigate the applicability and effective-
ness of the proposed method using four tasks: identification of
painters, detection of spontaneous smiles, finding fake hotel
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- Is it drawn with fine touch?
- Is there a tree drawn?
- Are the seas or lakes drawn?

Questions which
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Fig. 1: An example of a painter recognition task.
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reviews, and estimating news publicity. Our results show the
proposed method outperforms the baseline method using an
existing unsupervised aggregation method in some datasets.
We also show the robustness of the proposed model against
the existence of spam workers, especially when they are ma-
licious workers who intentionally flip the feature values.

2. RELATED WORK

Human-in-the-loop machine learning builds in human in-
telligence for helping machines to solve Al-hard problems.
Crowdsourcing is often employed as its platform because
of the ease of recruiting human labor at low costs in an on-
demand manner. There are at least least two viewpoints when
we consider human-in-the-loop machine learning, i.e. which
part of the analysis pipeline we include human intelligence,
and the quality control problem of human-integrated systems.

The most popular use of crowdsourcing in machine learn-
ing processes is data collection. When we apply (semi-
)supervised learning, we always require a certain amount of
correct output labels as the training dataset, and crowdsourc-
ing is a promising way to collect them on a large scale [6].
When the target task requires expert knowledge, it is some-
times difficult even for ordinary people to directly give the
ground truth outputs. An alternative approach is to ask them
questions which are relatively easier but related to the tar-
get output. For example, it is sometimes hard for humans
to directly tell bird species from images, but instead they
can easily tell the color of their bellies or the shape of the
beaks [7]. Instead of the original target labels, we use the
collected answers as input features of a machine learning
classifier. We study this type of approach in this paper.

Design of input features have a large impact on the re-
sultant classifier and is a nontrivial problem. Some of the
existing work attempt to create the feature definitions using
crowdsourcing [8, 9]. Although crowd-feature generation is
indeed an important task, we assume the feature definitions
are available and focus only on feature value extraction.
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Fig. 2: The CROWNN architecture.

Crowdsourcing allows us easy accesses to a large amount
of human labors in an on-line and on-demand manner; how-
ever, we often suffer from the variation in the crowdsourcing
results due to the variations in the ability or diligence of crowd
workers and the task difficulty. One of the typical solutions
is to ask a same task to multiple workers and aggregate their
answers to obtain a reliable answer [10, 6]. Majority vot-
ing [11] is an easiest way, but more sophisticated statistical
models have been proposed. One of the well-accepted models
is the Dawid-Skene model [4] that has the worker ability pa-
rameters. GLAD is another model that also considers the task
difficulty [5]. Welinder et al. [12] also considered the affinity
between workers and tasks in their model. Raykar et al. [13]
proposed an approach that directly estimates the prediction
model as well as the class labels. Some work addresses spam
worker detection by focusing on the randomness and bias in
their answers [14]. Inspired by the recent rise of deep learn-
ing, some approaches extended the above idea to neural net-
work models [15, 16]. We also employ a neural network in
this work; the main difference from the previous work is that
we focus on crowd-generated feature values, while the previ-
ous work focuses on crowd-generated outputs. They require
different model architectures.

3. PROBLEM SETTING

Our goal is to obtain a binary classifier f : X — ), where X
is the input domain and ) = {—1, +1} is the output domain,
given the training dataset {(z(?,y®) € X x Y} ,. The
obtained classifier is expected to correctly predict the output
labels for the test dataset {z(*) € X}f\gg\f‘il

In the standard setting, the input domain is readily associ-
ated with a D-dimensional vector space each of whose dimen-
sions corresponds to a feature characterizing the input data
domain. However, in our setting, the definitions of the fea-
tures are rather abstract and hard to extract automatically, and
therefore we resort to use crowdsourcing to extract the fea-
ture values for each data instance. For example, if we want to
recognize the artist who drew a painting, possible questions
to the crowdworkers include “does the sky occupy a large
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area?” or “are the objects vaguely outlined?” We assume
the features are given in the form of binary questions (e.g.,
‘yes’ or ‘no’). Figure 1 shows an example of the pipeline of
the painter recognition task using crowd-extracted features.
We denote by x,(jj) the feature value that the j-th crowd-
worker gave for the k-th feature of the i-th data instance. Note
that each worker does not necessarily give feature values for

all of the training and test instances.

4. PROPOSED METHOD: CROWNN

We propose CROWNN, a neural network model based on
crowd-extracted feature values (Fig. 2). The key idea is to
use the notion of convolution neural network for simultane-
ous learning of worker abilities and a classification model.
We introduce worker convolution layer parameterized by
a = (ou,...,a ) where «; is the ability (or weight) of the
j-th crowdworker. The worker convolution layer obtains the

x,(:f yoee ,x,(:}) from J workers for instance ¢

and feature k, and outputs an aggregated feature value Z% as

feature values (

J
20 =3aa;. (1)
Jj=1
The aggregated feature values #(¥) = (i:gi), e ,ig?) are

used as a feature vector of instance i. (") is input to a neural
network fp(x) with parameters 6. Given the crowd-generated

feature values x,(;]) foreachi € {1,--- ,N},j € {1,---,J}

and k € {1,---,K}, and the training labels {y}N,
CROWNN performs backpropagation to learn the weights
of the worker convolution layer «, and the neural network
parameters /. When CROWNN assigns a high weight to a
worker, the feature values given by the worker are empha-
sized in creating the aggregated feature values. For workers
who (intentionally or carelessly) provide wrong feature val-
ues, CrowNN assigns negative weights so that their answers
are flipped when input into the classifier.

The main difference between our method and the exist-
ing crowd aggregation methods is that CROWNN learns the
worker abilities and the model parameters simultaneously,
while the existing methods estimate them separately. When
applying the existing methods to the crowd-extracted fea-
tures, one would first aggregate the worker answers in an
unsupervised manner and then learn a classifier in a super-
vised manner; this approach does not count how much the
feature values given by each worker contribute to achieve an
accurate classification. Additionally, the existing methods
require multiple workers answer to a same extraction task
for aggregating the answers; in contrast, CROWNN can work
even when only a single worker answers to an extraction task.

The worker answers in the feature extraction tasks are
given in ‘yes’ or ‘no’. We set x,(:J) = 1 if the answer is ‘yes’

and mgj) = 0 if it is ‘no’. In our problem setting, crowd-

workers are not assumed to extract all the features for all the
instances; that is, some xg]) can be missing. We set :1:,(;7.) =0
for missing cases. Both ‘no’ and a missing case are repre-
sented by zero. We take this approach because we consider
the answer of ‘yes’ is more important than ‘no’ in the feature
extraction tasks.

5. EXPERIMENTS

We conducted experiments to investigate the effectiveness of
the proposed method. We additionally designed experiments
to examine the robustness of the proposed method against
spam crowdworkers who randomly chose an answer, and ma-
licious workers who intentionally returned a wrong answer.

We designed four binary classification tasks [9]: Paint-
ings task identifies which of Claude Monet or Alfred Sisley
is the author of a given painting. Smiles task distinguishes a
spontaneous smile and a posed smiles of a person in a video.
Reviews task tells whether a given hotel review is fake or not.
Articles task tells if a given news should be highlighted on the
top page of a news media. Each dataset contains 200 posi-
tive instances and 200 negative instances. We defined 100 ab-
stract features for each dataset. Ten workers were recruited on
LANCERS crowdsourcing platform to give feature values for
each instance. We sorted the workers according the number
of their submitted results, and used the feature values given by
the first three workers for each feature and each instance. We
generated synthetic spam workers whose number is chosen
from m € {1,2,3,6}, and their answers were randomly cho-
sen from ‘yes’ and ‘no’. We also simulated malicious workers
whose answers were flipped from their original answers.

We compare the proposed method (CROWNN) with the
following two baseline methods for aggregating worker an-
swers: MEAN simply calculates the average of feature values
given by workers. The DAWID&SKENE (D&S) [4] model is
a standard statistical model for aggregating worker answers,
which estimates the reliability of each worker as well as the
true answers. We only use worker answers in training data
for estimating worker reliability that is then utilized for esti-
mating the true answers for test data. The aggregated answers
are used as the input of a neural network which has the same
structure as CROWNN except the worker convolution layer.

Each method is evaluated with 10-fold cross validation.
The average accuracy is used as the evaluation metric. Hy-
per parameters are tuned by using 10-fold cross validation as
well. The candidate parameters are given as follow: the num-
ber of units within each hidden layer: {100, 150, --- ,300};
the number of layers: {2,3, - -, 7}; the activation function of
each hidden layer: {reul, leaky_ relu}; the number of epochs:
{20, 30, - - - , 100}; the mini batch size: {20, 40, - -- ,200}.

Figure 3 shows classification accuracies of each method
with the four datasets with three worker per feature and in-
stance. CROWNN outperforms the baselines in the articles
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and reviews datasets, and shows comparable performance to 0

the mean method in the smiles dataset, but is slightly infe- 065

rior in the paintings dataset. This can be partially explained 06

by the characteristics of the datasets. The answers by crowd Oosi

workers have higher agreement ratios in the smiles and paint- 045

ing datasets than in the articles and reviews datasets. This ’ " ember of spammers ’
means that feature extraction is easier in the former datasets T Crow N mmpRs e
than the latter ones; and therefore even the simple aggregation (b) Smiles

method (i.e., the mean method) can produce accurate aggre- 085

gation results in the first two datasets. On the other hand, our 08

end-to-end method demonstrates the superior performance in 075

the other relatively difficult datasets. °! ~—_
. . 0.65 e ..
Figure 4 evaluates robustness against random spam work-

0.6
ers. The accuracy of the baselines method decline along with 055 \/\
the number of the spam workers, while CROWNN shows the 05

higher robustness. Because the D&S model usually uses the o . ) R .
majority answers as the initial estimates of worker abilities, e oy mber of spammers

it fails to estimate accurate abilities. The worker weights

in CROWNN depends on the contribution to the classifica- () Articles

tion; because random answers from spam workers make no 0.85

contributions, CROWNN is able to leave out their answers. OO7§

It is worth noticing that CROWNN shows consistent perfor- 07 \\
mance even when 2/3 of the whole workers are spam work- 065

0.6

ers. Figure 5 evaluates robustness against malicious workers 0.55
dominating 30% of the whole workers. The D&S model and 05 \-——"s‘
the mean approach suffer from the existence of the malicious R 1 2 3 6
workers; in contrast, CROWNN successfully assigns negative e Crow mber of spammers
weights to malicious workers and leverages their answers. )

(d) Reviews

6. CONCLUSION Fig. 4: Robustness against spam workers.

We proposed CROWNN, a human-in-the-loop neural network 085
using crowd-generated feature values which can consider the 0.8
worker ability using the worker convolution layer. The exper- Og i
iments showed its advantage over the unsupervised aggrega- 065
tion methods as well as the robustness against spam workers. 06
One of the limitations of the proposed model is that we as- 0052 I
sume the same set of workers participate in both training and 045 I [
test phases, which sometimes not quite a realistic assumption. paintings smiles artcles reviews

A possible scenario is on-line learning, where training and test = Crowd NN =D&S = Mean

phases are not separated. Extension to such on-line scenarios ) o
is an interesting future work. Fig. 5: Robustness against malicious workers.
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