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ABSTRACT

Natural language processing techniques are dependent upon
punctuation to work well. When their input is taken from
speech recognition, it is necessary to reconstruct the punctu-
ation; in particular sentence boundaries. We define a range
of features from low level acoustics to those with high level
lexical semantics, including deep and recurrent models; these
in turn are representative of a broad range of approaches used
by previous authors for punctuation prediction. We combine
the features using a gradient boosting machine that is also ca-
pable of indicating the relative importance of each feature. In
an empirical study, we show that features from different se-
mantic levels are in fact complementary, that combining sta-
tistical and deep learning methods yields better prediction re-
sults, and that generalization across different speaking styles
is difficult to achieve without adaptation. Our best model
achieves an F-Measure of 82.8 on a challenging broadcast
news dataset.

Index Terms— sentence boundaries, features impor-
tance, models combination, statistical language model, recur-
rent neural network

1. INTRODUCTION

We are interested in general in automatic speech recognition
(ASR), and in particular in cases where the output is subse-
quently used in tasks such as translation and summarization.
Such natural language processing (NLP) tasks are normally
trained on text data; use of speech recognition introduces mis-
matches. Of course, one mismatch arises from the errors ow-
ing to the limitations of the speech recognition. However,
another important mismatch is that speech recognition out-
put does not contain punctuation. This is in contrast to the
text case, where punctuation is present, and is an important
cue for NLP tasks. The situation is interesting because ASR
and NLP groups tends to work separately, and because punc-
tuation solutions arise in both fields. This latter point raises
questions about an obvious solution, which would be to build
punctuation into either the ASR or NLP module. Before at-
tempting to do so, it is necessary to understand the relative
contribution of the two approaches.

Sentence boundaries are an essential part of text. Tasks

like human proofreading or machine translation heavily rely
on them [1, 2]. The topic of sentence boundary prediction
in ASR is not new; rather it has been investigated for more
than two decades. Lexical features capture information about
the coherence of word sequences and hence give some cues
about sentence boundaries. Their influence has been stud-
ied in various manners: lexical rules [3], hidden event lan-
guage models (HELM) [4, 5] and more recently deep learning
methods like word vectors [6] and sequences of words as fea-
tures [7, 8]. Acoustic related features have also been shown
to help in the prediction of sentence boundaries: pauses and
word durations are good indicators of end of sentences but
can also appear in unnatural places [5, 9]. Pitch and energy
help in the disambiguation of full stops from question and
exclamation marks [10, 11]. Some robustness of prediction
has been obtained by combining different sources of informa-
tion at different levels of abstraction: at the feature level us-
ing decision trees [12], boosting algorithms [13], conditional
random fields [14] or at prediction level using probabilistic
methods [15] or statistical methods such as voting, linear and
logistic regression [16]. More recently, a successful combina-
tion of features has been done using deep learning embedding
space representations [17].

For comparison purposes, in this study, we focus on the
German language only and we try to choose features that
are at least representative of most of the models described
above, but without attempting to duplicate them exactly.
These include low level acoustic features describing pauses,
and prosodic features indicative of intent. They are comple-
mented by N-gram language model features, and deep neural
networks (DNNs) of the type used in NLP applications.

Although the current trend is towards neural network
models, in this paper we evaluate whether such models really
lead to improvements when tested on the same data. We test
the (intuitive) hypothesis that features from different semantic
levels are in fact complementary. We also study the benefit
of combining statistical models with DNN models either at
the lexical or acoustic level. Finally we investigate whether
a combination of models is better for punctuation prediction
and, if so, whether the relative contribution of techniques is
consistent across datasets. To this end we have chosen to
use a machine learning ensemble method known as a “gra-
dient boosting machine” (GBM) [18]. GBMs have several
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advantages in this case w.r.t. DNNs: They don’t need a lot of
data to figure out the importance of each model, their training
comes up with a relative importance metric that highlights
the contribution of each feature, they are robust to over-fitting
and they deal well with unbalanced datasets.

In the remainder of the paper, we first describe the pri-
mary features in detail, then go on to describe the databases
on which we evaluate, and the evaluation itself.
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Fig. 1. Standarization of pause durations w.r.t. the training
distribution

2. METHOD

The study is primarily experimental. Here we describe the
features of interest and how they are handled. Our approach
is to evaluate predictions of single feature classifiers, called
primary classifiers, and then study the impact of their combi-
nation.

2.1. Primary classifier features

Pauses and word durations are good indicators of end of sen-
tences but can also appear in unnatural places [5, 9]. In this
study we choose to model pause duration as the cumulative
value of a given silence w.r.t. the training silence distribution.
The number is a value between 0.0 and 1.0 and represents
the significance of a given silence w.r.t. what was observed
during training. This method allows for pause duration nor-
malization. See Fig. 1 for a visual explanation.

Pitch and energy help in the disambiguation of full stops
from question and exclamation marks by giving cues about
the intent of the speaker [10, 11]. In our experiments we use
the prosody features obtained from the Kaldi toolkit [19].
They include a probability-of-voicing estimate, pitch and
delta-pitch features. The training data consist of negative and
positive prosody paths. A prosody path is defined by the last
100 frames (one second) before the end of a word. If there
are not enough speech frames, the path is padded with zeros
to reach 100 values. If the word is the last of a sentence, the
prosody path is labelled as positive otherwise as negative. The

prosody probability feature is estimated with a bidirectional
long short term memory network (BiLSTM) that has learned
to classify positive prosody paths vs. negative prosody paths
using a cross entropy loss.

Lexical features capture information about the coherence
of word sequences and hence give some cues about sentence
boundaries. In this study three lexical models are estimated:
two statistical language models and one deep learning model.
The intuition behind this approach is that N-grams are good
at modeling short term dependencies and dealing with unob-
served sequence of words by backing-off, while deep neural
networks (DNN) are able to capture longer contexts. This
complementarity has been studied in the field of statistical
language modeling [20] and we believe it could also help
in the task of sentence boundary prediction. The N-gram
probability features are two-fold: a forward and a backward
probability. The forward probability is defined as the con-
ditional probability of having a sentence boundary after a se-
quence of words: Pr(</s> | wi−1, wi−2, wi−3) where </s>
is the end of sentence symbol and wi−1, wi−2, wi−3 are the
words before the end of the sentence. The backward prob-
ability is defined as the conditional probability that a word
sequence is preceded by a sentence boundary: Pr(</s> |
wi+1, wi+2, wi+3) where wi+1, wi+2, wi+3 are the words fol-
lowing the sentence boundary. It is estimated by reversing
the word order in the sentences. The lexical deep learning
model is obtained by training a BiLSTM sentence boundary
classifier. The lexical probability feature is the posterior prob-
ability that a sentence boundary was emitted given a sequence
of words. Only the forward probability is estimated for long
context modelling as we believed that the long term influence
of the next sentence is of lesser importance.

2.2. Combination of predictions

The final score is computed by combining the probability
features predicted by the primary classifiers using a gradient
boosting machine. A GBM is a machine learning ensemble
method that combines the predictions of weak decision trees
[18]. The weak learners are applied in cascade and each one
tries to correct the errors of the previous one. The main dif-
ference with other boosting methods, like Adaboost, is that
the error from the previous classifier is corrected using a gra-
dient descent algorithm. In the past, such methods have been
used in the task of Punctuation Prediction to combine dis-
crete features with continuous ones, i.e. lexical with prosody
features [12].

3. EXPERIMENTAL SETUP

3.1. Data

The Europarl text corpus [21] is a multilingual parallel cor-
pus that is freely available and used in many natural language
processing tasks (NLP) such as machine translation (MT) and
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language modelling (LM). One of its key characteristic is that
it is closely related to spoken speech as it was collected from
the European Parliament proceedings. The German part of
the corpus (55M of words) is prepared using the Asrt1 open
source toolkit. Example of transformations include the con-
version of numbers and dates to their written equivalent. The
resulting text is then partitioned into training, validation, and
testing sets using respectively 70%, 20% and 10% of the data.

Two German acoustic datasets are used in this paper: the
“Technische Universität München broadcast news” (TUM
BCN) [22] and the “Scalable Understanding of Multilingual
Media” (SUMMA) datasets. The TUM BCN corpus consists
of over 160 hours of high quality, manually segmented and
annotated radio broadcast news, most of which is pronounced
like read speech. Annotation is performed at the paragraph
level. Each paragraph contains one or more sentences. Only
full stops have been annotated. The dataset is further parti-
tioned into training, validation and testing sets using the same
70%, 20% and 10% proportions as for the text data. The
SUMMA dataset consist of 8 hours of manually transcribed
data including full stops, commas, exclamation marks and
question marks. It originates from two broadcast news chan-
nels, Deutsche Welle (DW) and IRIB. The speech content is
less structured than the German BCN corpus and sentence
boundaries are more difficult to predict. For adaptation and
evaluation purposes, the SUMMA dataset is split into two
parts: a training and a testing set. Both sets share an equal
amount of news channel types (DW and IRIB) and audio
recording time.

3.2. Training procedure

We have used three open source toolkits to perform our exper-
iments: the MIT Language Modeling toolkit for statistical N-
grams language model estimation2, the PyTorch toolkit [23]
for DNN training and the scikit-learn toolkit [24] for the GBM
training.

The German Europarl training set text is used to train two
statistical 4-grams language models and the BiLSTM lexical
sentence boundary classifier. For the latter one, the follow-
ing parameters have been empirically chosen to optimize the
binary cross entropy (BCE) loss on the German Europarl val-
idation set: word embedding of 100 dimensions, 50 hidden
dimensions, 3 bidirectional hidden layers and a maximum se-
quence size of 7 words. The vocabulary list is the combined
words of both 4-gram models.

The BiLSTM prosody sentence boundary classifier is
trained on the TUM BCN training set. Its parameters are
chosen empirically to optimize the BCE loss of the TUM
BCN validation set. The optimal network contains 3 hidden
bidirectional layers with three hidden features each and a
maximum sequence length of 100 samples. The features are

1https://github.com/idiap/asrt
2https://github.com/mitlm/mitlm

standardized (centered and divided by the standard deviation)
before training.

Finally, the training of the GBM classifier is performed
two times; one time on the TUM BCN validation set and one
time on the SUMMA training set. In total, 14 classifiers are
trained.

3.3. Feature importance metric

The GBM training yields a relative importance metric that
highlights the contribution of each feature. It is defined as
“The number of times a variable is selected for splitting,
weighted by the squared improvement to the model as a re-
sult of each split, and averaged over all trees” [25, 18]. More
formally, for a given tree T :

Î2j (T ) =

J−1∑
t=1

î2t1(vt = j) (1)

The right term sums over all non terminal node of tree T . The
indicator function is set to one when the splitting variable vt
is equal to the selected variable j. î2t is the improvement in
squared error as a result of the split.

4. EXPERIMENTS

Our formulated hypotheses are tested by performing experi-
ments on the two described acoustic datasets. On the TUM
BCN test set, we run and evaluate punctuation prediction on
both reference and ASR transcripts; on the SUMMA evalu-
ation set, only on the ASR output. The F-measure retrieval
metric is used to be robust to the class imbalance inherent in
the sentence boundary prediction task. For each evaluation,
we first evaluate the primary classifiers and then their differ-
ent combinations.

The results on the TUM BCN evaluation set (Table 1, first
row, ASR column) show that pause duration contains most of
the information about sentence boundaries with an F-measure
of 84.1. The prosody feature comes in second position with
an F-measure of 77.8 (Table 1 fourth row, ASR column). We
did not expect such a high score for prosody. Our explanation
is that the speaking style is close to read speech and hence the
prosody paths can be learned effectively. The lexical results
confirm the hypothesis that N-grams and LSTM features are
complementary for the task of sentence boundaries predic-
tion. When combined, they perform better than when used
alone. The ASR F-measure is also very close to the refer-
ence one, 92.2 vs. 94.2 (Table 1, last row), meaning that the
best setup is somehow robust to ASR errors (WER of 8.66%).
Looking at the GBM relative training feature importance for
the best setup (Table 2, third row) we can observe that the
combined lexical features have more influence on the deci-
sion process than the combined acoustic related features. This
make sense because of the well defined grammatical structure
of sentences in the TUM BCN dataset.
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Model type F-measure Precision Recall
Ref ASR Ref ASR Ref ASR

Pause duration (PD) 85.4 84.1 91.5 89.3 80.1 79.4
LM 52.2 51.2 73.5 70.4 40.9 40.2
LSTM 56.4 54.0 76.3 72.6 44.8 43.0
PROSODY (P) 78.7 77.8 79.8 75.9 77.6 79.9
LM + LSTM 63.8 61.3 78.6 75.0 53.6 51.9
LM + LSTM + PD 89.5 87.9 93.0 90.4 86.3 85.5
LM + LSTM + PD + P 94.2 92.2 94.7 91.7 93.7 92.8

Table 1. Sentence boundary prediction both in ASR and ref-
erence text for the TUM BCN evaluation set. We can see that
the best model is a combination of all features

Feature type PD Left
LM

Right
LM

LSTM P

Model type
LM + LSTM 38.2 29.9 31.9
LM + LSTM + PD 40.1 21.1 21.6 17.2
LM + LSTM + PD + P 26.3 14.3 21.0 18.2 20.2

Table 2. GBM relative training features importance. The
pause duration feature is the most decisive

The SUMMA evaluation set is evaluated with two GBM
models: one trained with ”out of domain” data (TUM BCN)
and one trained with ”in domain” data (SUMMA). The ”in
domain” training can be viewed as an adaptation process to
the new data characteristics. Its goal is to optimize the rela-
tive feature importance according to the properties of the ”in
domain” data. The results show that, despite a high WER
(41.18), the best F-measure has a high value of 82.8 (Table
3, last row). However, the prosody gain observed on the
TUM BCN evaluation set is now very small, meaning that
the learned prosody paths do not generalize well. The differ-
ence in the prosody path structure per dataset is highlighted
in Fig. 2. Table 4 (third row) presents the redistribution of the
feature importance. On a dataset with less structured speech,
the combined acoustic related features have more importance
in the decision process than the combined lexical features.

Model type F-measure Precision Recall
BCN SUM BCN SUM BCN SUM

Pause duration (PD) 72.3 76.5 74.0 84.7 70.6 69.8
LM 40.8 29.7 56.5 73.6 32.0 18.6
LSTM 49.8 39.0 64.4 70.9 40.6 26.9
PROSODY (P) 28.5 2.8 39.7 53.6 22.3 1.5
LM + LSTM 52.8 46.8 65.5 72.9 44.2 34.4
LM + LSTM + PD 79.2 82.2 83.0 87.8 75.8 77.3
LM + LSTM + PD + P 74.6 82.8 88.7 88.5 64.4 77.9

Table 3. Sentence boundary prediction in ASR transcripts
for the SUMMA evaluation set. Two GBMs are evaluated;
the first one is trained on the same domain as the primary
classifiers, the second one is adapted to the SUMMA domain

Feature type PD Left
LM

Right
LM

LSTM P

Model type
LM + LSTM 29.6 28.2 42.2
LM + LSTM + PD 54.1 12.4 15.4 18.1
LM + LSTM + PD + P 53.5 11.9 10.2 12.8 11.6

Table 4. Adapted GBM training feature importance. In com-
parison with Table 2, part of the decision mass has been
shifted from the prosody feature to the pause duration feature
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Fig. 2. A comparison of the standardized pitch prosody paths.
The curves are the average of one hundred paths. They have
a different structure from one dataset to another

5. CONCLUSION

In this paper we have proposed a technique for combining
punctuation prediction models and reported on an empirical
evaluation on the individual models in comparison to the com-
bined systems. Experiments on Broadcast News have con-
firmed the hypothesis that individual sentence boundary pre-
diction models are not robust enough to beat an ensemble al-
gorithm. The information from different semantic levels is
necessary to be robust to different grammatical and speak-
ing styles. We have also confirmed that, either on the lexical
or the acoustic related side, traditional statistical models and
more recent deep neural network approaches are complemen-
tary. Finally we have observed that the relative importance of
combined features is dependent on the characteristics of the
evaluation set and hence some adaptation is needed to reach
the best results.
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