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ABSTRACT
This paper proposes to use self-attention based model to
predict punctuation marks for word sequences. The model
is trained using word and speech embedding features which
are obtained from the pre-trained Word2Vec and Speech2Vec,
respectively. Thus, the model can use any kind of textual
data and speech data. Experiments are conducted on
English IWSLT2011 datasets. The results show that the
self-attention based model trained using word and speech
embedding features outperforms the previous state-of-the-art
single model by up to 7.8% absolute overall F1-score. The
results also show that it obtains performance improvement by
up to 4.7% absolute overall F1-score against the previous best
ensemble model.

Index Terms— Self-attention, transfer learning, word
embedding, speech embedding, punctuation prediction

1. INTRODUCTION

In general, automatic speech recognition (ASR) systems
don’t generate output sequences with punctuation marks.
However, punctuation marks will affect the readability of
speech transcripts. Therefore, it is very important to predict
punctuation marks for speech transcripts.

A lot of efforts have been made to restore punctuation
automatically. There are three main approaches to predict
punctuation marks in terms of the modeling technology. First,
punctuation marks are treated as hidden inter-word events
[1]. The n-gram language models [2, 3] or hidden Markov
models [4] are used to restore punctuation marks. Second,
predicting punctuation is viewed as a sequence labeling task
[5, 6], in which a punctuation mark is assigned to each word.
Previous studies [7, 8, 5] show that conditional random fields
(CRFs) are well-suited to predict punctuation marks. The
overall F1-score of the best CRF based model on the English
IWSLT2011 datasets [9] is 53.5%. Recently, Che et al. [9]
propose to use deep neural network and convolution neural
network to predict punctuation marks. The results show that
the neural network based method outperforms the CRF based

method. More recently, Tilk et al. use long short-term mem-
ory (LSTM) [10] and bidirectional recurrent neural network
with attention mechanism (T-BRNN) [11] to improve the
performance. Most recently, Yi et al. [12] propose to use
bidirectional LSTM with a CRF layer (BLSTM-CRF) and an
ensemble of models to predict punctuation. The overall F1-
score of the best ensemble model on the IWSLT2011 datasets
[9] is 68.4%. Finally, restoring punctuation is treated as a
monolingual machine translation problem in which the source
is unpunctuated text and the target is punctuated text [13, 14,
15] or sequences of punctuation marks [16, 17]. Klejch et al.
[16, 17] propose a RNN encoder-decoder architecture with an
attention layer to restore punctuation marks. This architecture
is similar to the model used for machine translation task. The
overall F1-score of the model in [17] on the MGB Challenge
dataset [18] is 62.63%. Although the results show that the
above mentioned approaches are effective and promising,
there is still much room for improvement.

Inspired by the success of self-attention mechanisms for
machine translation tasks [19], this paper proposes to use
the self-attention based model to improve the performance
of punctuation prediction tasks. Previously, three kinds of
features are used to predict punctuation marks: acoustic
features, lexical features and the combination of acoustic and
lexical features. Although the acoustic features are more
effective than the lexical features [4, 20], they don’t work
well when users make pauses in unnatural places in real
ASR systems [21]. The combination of acoustic and lexical
features [16, 17] can alleviate this problem. However, many
of the studies [10, 22, 17] need utilize the lexical data with
the corresponding speech data for training. So the use of
textual data and speech data is limited. Motivated by the
success of the Speech2Vec applied on word similarity tasks
[23], this paper also proposes to train self-attention based
model using the word and speech embedding from the pre-
trained Word2Vec [24] and Speech2Vec [23]. Therefore, the
self-attention based model can use any kind of textual data
and speech data.

The main contributions of this paper are as follows. (1)
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Self-attention based model is used to predict punctuation
marks. (2) Speech2Vec and Word2Vec are both used to obtain
word embedding and speech embedding features, respec-
tively. Experiments are conducted on English IWSLT2011
datasets [9]. The results show that the self-attention based
model trained using word and speech embedding features
outperforms the previous state-of-the-art single model. The
results also show that it achieves performance improvement
against the previous best ensemble model.

The rest of this paper is organized as follows. Section
2 describes the model architecture of punctuation prediction.
Section 3 presents the experiments and results. This paper is
concluded in Section 4.

2. MODEL ARCHITECTURE OF PUNCTUATION
PREDICTION

The self-attention neural network is proposed by Vaswani et
al. [19] to perform machine translation tasks. This network
has an encoder-decoder structure, which relies solely on an
attention mechanism. The self-attention based model is used
to predict punctuation marks in this paper as shown in Fig.1.
The inputs are word sequences, e.g. “Amy where is the
national theatre”. The outputs are punctuation marks, such
as “O COMMA O O O O O QUESTION”.

2.1. Model architecture

The encoder consists of a stack ofN identical layers as shown
in the left of Fig.1. Each layer has two sub-layers. The first
is a multi-head self-attention mechanism. The second is a
fully connected feed-forward network. A residual connection
is employed around each of the two sub-layers, followed by
layer normalization [19].

The decoder is also composed of a stack of N identical
layers as shown in the right of Fig.1. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third
sub-layer, namely a masked multi-head attention mechanism.

Positional encodings are used to make use of the order
of the input or output sequence. Similarly to other sequence
transduction models, learned embeddings are used to convert
output tokens to vectors of dimension dmodel.

Different from input embeddings learned in [19], we use
word and speech embeddings from the pre-trained Word2Vec
and Speech2Vec as the input embeddings, as shown in the
bottom of the left of Fig.1. Since 50-dimensional word and
speech embedding features are used in this paper, a linear
transformation is used to convert the 50-dimensional features
to dmodel-dimensional features .

2.2. Multi-head self-attention

An attention function can be described as mapping a query
and a set of key-value pairs to an output, where the query,
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Fig. 1. The architecture of the self-attention based model for
punctuation prediction.

keys, values, and output are all vectors.
The input consists of queries and keys of dimension

dk, and values of dimension dv . The attention function is
computed on a set of queries simultaneously, packed together
into a matrixQ. The keys and values are also packed together
into matrices K and V . The matrix of outputs is computed
as:

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (1)

Instead of performing a single attention function with
dmodel-dimensional keys, values and queries, Vaswani et al.
[19] found it beneficial to linearly project the queries, keys
and values h times with different, learned linear projections to
dk, dk and dv dimensions, respectively. Multi-head attention
allows these projected versions of queries, keys and values
to perform the attention function in parallel, yielding dv-
dimensional output values.

MultiHead(Q,K, V ) = Concat(head1, ..., headh)W
O (2)

headi = Attention(QWQ
i ,KW

K
i , V WV

i ) (3)
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Where the projections are parameter matricesWQ
i ∈ Rdmodel×dk ,

WK
i ∈ Rdmodel×dk ,WV

i ∈ Rdmodel×dv andWO ∈ Rhdv×dmodel .

2.3. Speech embedding

Inspired by Word2Vec, Yu-An [23] et al. propose to train
Speech2Vec. The proposed Speech2Vec aims to learn a fixed
length embedding of an audio segment that captures semantic
information of the spoken word directly from audio. It can
be viewed as a speech version of Word2Vec. Learning speech
embedding directly from speech enables Speech2Vec to make
use of the acoustic information carried by speech that does not
exist in plain text.

In this paper, we use word and speech embedding as the
input features of the self-attention based model for punc-
tuation prediction tasks. The word and speech embedding
features are obtained from the pre-trained Word2Vec and
Speech2Vec, respectively. Therefore, the proposed model can
use any kind of textual data and speech data.

3. EXPERIMENTS

3.1. Datasets

Our experiments are conducted on English IWSLT datasets
which contain TED talks. The datasets are reorganized
by Che et al. [9]. There are three datasets: training
set, development set and test set. The training set and
development set are from the training data of IWSLT2012
machine translation track. The training set contains about
2.1M words, 144K sentences. The development set has
about 296K words, 21K sentences. There are two test sets:
reference (Ref.) and ASR, which are from the IWSLT2011.
The test set contains about 13K words, 860 sentences. The
datasets contain three kinds of punctuation marks (COMMA,
PERIOD and QUESTION) and a non-punctuation mark “O”.
More details of the datasets can be found in [9].

3.2. Experimental setup

The self-attention based models are implemented with the
TensorFlow toolkit [25].

The basic architecture of the models is shown in Fig.1.
The encoder consists of a stack of N = 6 identical layers.
The decoder is also composed of a stack of N = 6 identical
layers. There are h = 8 parallel attention layers, or heads.
For each of these heads, we use dk = dv = dmodel/h =
64. Due to the reduced dimension of each head, the total
computational cost is similar to that of single-head attention
with full dimensionality. In order to use residual connections,
dmodel is set to 512. The positional encodings have the same
dimension dmodel as the embeddings layers, so that the two
can be sumed. The dimensionality of the inner-layer is 2048.

In order to compare with other models in [10, 11, 12],
we choose pre-trained word vectors from the Glove 1 to
obtain word embeddings. The GloVe.6B.50d vector has
50 dimensions. The pre-trained speech vectors from the
Speech2Vec 2 are used to get speech embeddings. Motivated
by the work in [23], the 50.vec vectors are used to obtain
speech embedding features, which has 50 dimensions. The
Adam algorithm [26] with gradient clipping and warmup is
used for optimization. The initial learning rate is 0.0001.
The learning rate is varied over the course of training,
according to the formula in [19]. The warmup steps is set
to 4000. During training, label smoothing of value ε = 0.1
is employed, and the batch size is 32. The learning rate is
exponentially decayed during training. The rate of dropout is
set to 0.1 for all the self-attention based models.

In our experiments, all models are evaluated using
precision (P ), recall (R), F1-score (F1). We evaluate the
performance for COMMA, PERIOD and QUESTION marks
on two test sets (Ref. and ASR). More details of metrics can
be found in [9].

3.3. Results

A series of self-attention based models are trained to predict
punctuation marks in our experiments.

Self-attention: the model is trained using the input em-
beddings learned similarly to the usual sequence transduction
models in [19].

Self-attention-word: the model is trained using the word
embeddings obtained from the pre-trained Word2Vec Glove.

Self-attention-speech: the model is trained using
the speech embeddings obtained from the pre-trained
Speech2Vec.

Self-attention-word-speech: the model is trained using
the word embeddings and speech embeddings obtained
from the pre-trained Word2Vec Glove and Speech2Vec,
respectively. The word and speech embeddings are summed.

The results of our models on Ref. and ASR test sets are
reported in the last four rows in Table 1 and 2, respectively. In
Table 1 and 2, “Overall” denotes three kinds of punctuation
marks. The results show that the Self-attention model
obtains the worst results among our models. The Self-
attention-speech model outperforms the Self-attention-word
model. The Self-attention-word-speech model obtains the
best performance.

We also compare our models with previous models. The
previous results are listed in Table 1 and 2, respectively.
T-LSTM and T-BRNN-pre are the best attention model in
[10] and [11], respectively. BLSTM-CRF is the best single
model in [12]. Teacher-Ensemble is the best ensemble
model in [12]. All our models outperform the previous

1http://nlp.stanford.edu/projects/glove
2https://github.com/iamyuanchung/speech2vec-pretrained-

vectors/tree/master/speech2vec
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Table 1. The results of the models in terms of P (%) ,R(%) , F1(%) on the Ref. test set.

Model COMMA PERIOD QUESTION Overall
P R F1 P R F1 P R F1 P R F1

T-LSTM [10] 49.6 41.4 45.1 60.2 53.4 56.6 57.1 43.5 49.4 55.0 47.2 50.8
T-BRNN-pre [11] 65.5 47.1 54.8 73.3 72.5 72.9 70.7 63.0 66.7 70.0 59.7 64.4
BLSTM-CRF [12] 58.9 59.1 59.0 68.9 72.1 70.5 71.8 60.6 65.7 66.5 63.9 65.1

Teacher-Ensemble [12] 66.2 59.9 62.9 75.1 73.7 74.4 72.3 63.8 67.8 71.2 65.8 68.4
Self-attention 64.1 59.3 61.6 78.1 73.7 75.8 74.3 63.2 68.3 72.2 65.4 68.6

Self-attention-word 64.9 58.7 61.6 79.1 74.6 76.8 75.4 64.9 69.8 73.1 66.1 69.4
Self-attention-speech 66.9 60.5 63.5 80.1 75.2 77.6 79.1 68.8 73.6 75.4 68.2 71.6

Self-attention-word-speech 67.4 61.1 64.1 82.5 77.4 79.9 80.1 70.2 74.8 76.7 69.6 72.9

Table 2. The results of the models in terms of P (%) ,R(%) , F1(%) on the ASR test set.

Model COMMA PERIOD QUESTION Overall
P R F1 P R F1 P R F1 P R F1

T-LSTM [10] 41.8 37.8 39.7 56.4 49.3 52.6 55.6 42.9 48.4 49.1 43.6 46.2
T-BRNN-pre [11] 59.6 42.9 49.9 70.7 72.0 71.4 60.7 48.6 54.0 66.0 57.3 61.4
BLSTM-CRF [12] 55.7 56.8 56.2 68.7 71.5 70.1 63.8 53.4 58.1 62.7 60.6 61.5

Teacher-Ensemble [12] 60.6 58.3 59.4 71.7 72.9 72.3 66.2 55.8 60.6 66.2 62.3 64.1
Self-attention 60.7 57.8 59.2 71.1 72.1 71.6 66.8 58.9 62.6 66.2 62.9 64.5

Self-attention-word 61.5 57.2 59.3 72.1 73.0 72.5 67.9 60.6 64.0 67.2 63.6 65.3
Self-attention-speech 63.5 59.0 61.2 73.1 73.6 73.3 71.6 64.5 67.9 69.4 65.7 67.5

Self-attention-word-speech 64.0 59.6 61.7 75.5 75.8 75.6 72.6 65.9 69.1 70.7 67.1 68.8

state-of-art models. When comparing our Self-attention-
word-speech model with the previous state-of-the-art single
model BLSTM-CRF in [12], the overall F1-score improves
absolutely by 7.8% and 7.3% on Ref. and ASR test set,
respectively. Our Self-attention-word-speech model also
outperforms the best ensemble model Teacher-Ensemble by
4.5% and 4.7% absolute overall F1-score on Ref. and ASR
test set, respectively.

3.4. Discussions

The above experimental results show that the proposed
method is effective. All self-attention based models out-
perform the previous state-of-art models on English IWSLT
datasets. The possible reason is that the self-attention
mechanism can draw global dependencies between input and
output. The combination of word and speech embedding
features outperforms any of the single embedding. This is
because that the model can not only obtain lexical information
but also utilize acoustic features from the combination. The
speech embedding features make more contribution to the
self-attention model than the word embedding features. The
main reason is that the speech embeddings carries acoustic
information in speech that does not exist in plain text. The
speech embeddings are learned from an audio segment. So
the embeddings may contain pauses, pitch and intonation
information which are useful for predicting punctuation
marks. In summary, all our models benefit from self-attention

mechanism, word and speech embedding features.

4. CONCLUSIONS

Self-attention mechanism is used to predict punctuation
marks. The self-attention based model is trained using
word and speech embedding features from the pre-trained
Word2Vec and Speech2Vec. The model can learn lexical
and acoustic features using any kind of text data without
corresponding audio and speech data without corresponding
text. The experimental results on the English IWSLT2011
datasets show that the proposed method is effective. The
self-attention based model trained using word and speech
embedding features outperforms the previous state-of-the-
art single model. It also obtains performance improvement
compared to the previous best ensemble model. Future work
includes applying the proposed method to Chinese datasets
and other punctuation marks, such as the exclamation mark.
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