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ABSTRACT

An important task for language models is the adaptation of general-
domain models to specific target domains. For neural network-based
language models, feature-based domain adaptation has been a popu-
lar method in previous research. Conventional methods use an adap-
tation feature providing context information that is calculated from
a topic model. However, such a topic model needs to be trained sep-
arately from the language model. To unify the language and context
model training, we present an approach that combines an extractor
network and a domain adaptation layer. The extractor network learns
a context representation from a fixed-size window of past words and
provides the context information for the adaptation layer. The benefit
of our method is that the extractor network can be trained jointly with
the language model in a single training step. Our proposed method
showed superior performance over conventional domain adaptation
with topic features on a dataset of TED talks with respect to perplex-
ity and word error rate after 100-best rescoring.

Index Terms— Domain adaptation, Topic model, Sequence
summary network, Recurrent neural network language model

1. INTRODUCTION

Domain adaptation of language models (LM) has been a task that
has seen some major interest in recent years. LMs are trained on
general-domain data but are usually applied to specific domains dur-
ing evaluation, which created the necessity for this research field.
The task of domain adaptation has already been studied with count-
based LMs [1, 2]. More recently, for neural network LMs (NN-LMs)
two paradigms have evolved. First, model-based adaptation that
adapts network weight by retraining with in-domain data [3, 4, 5].
Second, feature-based adaptation that uses an adaptation feature dur-
ing training and evaluation to provide domain information [6, 7, 8].
As adaptation features, topic features from a latent Dirichlet allo-
cation [9] (LDA) topic model have been commonly used. As pre-
vious research showed, these features are successful at providing
some global topic information to the network. Feature-based do-
main adaptation showed reductions in perplexity (PPL) and word
error rate (WER) in N-best rescoring, when applied to automatic
speech recognition (ASR).

Training LMs with feature-based domain adaptation requires
several steps. First, an LDA topic model has to be trained inde-
pendently from the LM. This requires text pre-processing and the
segmentation of the training data into documents. However, the
training data might not always have this segmentation. Second,
training the LDA topic model and extracting the features follows

a very different scheme. The LDA features are calculated from a
sliding window over the input text. In addition, the LDA features
are not optimised for LM adaptation.

Facing this scenario, it is desirable to have a more integrated ap-
proach for feature-based domain adaptation. This is our motivation
for UniFA, a Unified framework for Feature-based domain Adapta-
tion. UniFA is a combined approach for training the context repre-
sentation and the language model jointly in a single training step.
It does not require any text pre-processing and the training data can
be used in the same form for training the LM and the context repre-
sentation. The model learns to extract the context features itself to
improve word prediction.

To obtain a context representation in our framework, we use a
sequence summary network [10] (SSN). The SSN learns to extract a
context representation from a fixed-size window of past words. This
context representation is used in an adaptation layer to calculate the
adaptation parameters. We inserted an adaptation layer in the LM
before the output layer. In UniFA, this adaptation layer is realised
by feature-based learning hidden unit contributions [11, 12, 13] (fL-
HUC). In comparison with conventional LDA feature-based adapta-
tion, the advantage of using such approach is that the context repre-
sentation and the LM can be trained jointly by standard error back-
propagation in a single training step. In contrast to an LDA topic
model, our approach does not require any pre-processing of the text
data. The SSN and the LM can both be trained using the same data.

Our experimental results on a dataset of TED talks showed
that our proposed approach outperforms LDA feature-based domain
adaptation in terms of PPL and we achieve competitive WER results
in 100-best rescoring on the TED-LIUM dataset [14]. In addition
to analysing the model performance, we also give an insight into
the context representation and adaptation parameters learned by
the extractor network. As we show in the experimental result sec-
tion, there are similarities among the adaptation parameters learned
by each method but our proposed method is able to capture more
dynamic and local context.

2. LSTM-LM

NN-LMs based on recurrent networks are most common nowadays
and they showed to significantly outperform count-based LMs [15,
16]. In a recurrent neural network LM (RNN-LM), the input word
ID is encoded by a one-hot vector w(t). The input to the recurrent
layer x(t) is calculated using the word embedding matrix U (w)

x(t) = U (w)w(t). (1)
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Fig. 1: A conventional LSTM-LM.
We use long short-term memory (LSTM) [17] units as recurrent units
in all our RNN-LMs as shown in Figure 1. The LSTM outputs h(t)
and keeps its state c(t). The recurrent layer is followed by a linear
layer and the softmax function to calculate the probability for the
next word ŵ(t+ 1)

ŵ(t+ 1) = softmax(V (w)h(t) + b(V,w)), (2)

where V (w) and b(V,w) are the weight matrix and the bias vector of
the output layer, respectively.

3. PROPOSED UniFA ADAPTATION FRAMEWORK

Our proposed adaptation framework UniFA shown in Figure 2 con-
sists of two main parts, which we present in this section in more
detail:

1. A context extractor network, that learns a fixed-length context
representation from a window of past words

2. An adaptation layer, where the feature extractor network’s
output is used to adapt the LSTM cells’ output

3.1. Context Extractor Network

For our context representation, we use a context extractor network
based on a sequence summary network [10] (SSN) shown in Fig-
ure 2 (a). SSNs have been more common in speaker adaptation
for acoustic models and this is the first time to apply this technique
for LM adaptation. There are usually other more common methods
for context representations in natural language processing (see Sec-
tion 5), but we decided to use the SSN because it is computationally
very efficient. We only have to compute the output of a (shallow)
feed-forward network, which can easily be done in parallel for the
whole context window on a GPU.

The SSN takes as input a context window of word embeddings
[x(t),x(t− 1), . . . ,x(t−N − 1)] where N is the size of the con-
text window. The context window covers the current word and the
previous N − 1 words. Our experiments showed that it is beneficial
to use shared word embeddings for the SSN and the language model.
In this way, we can share the parameters for the embedding matrix
and reduce the total number of parameters. The SSN consists of M
feed-forward (FFWD) layers followed by a non-linearity. We used
rectified linear units (reLU) as non-linearity. The SSN then com-
putes outputs [y(t),y(t − 1), . . . ,y(t − N − 1)] for each element
in the window

y(t− n) = FFWD(x(t− n)), ∀n ∈ {0, 1, . . . , N − 1}. (3)

The outputs of the SSN are averaged over the whole context window
to obtain a fixed-size vector representation of the whole sequence

a(t) =
1

N

N∑
n=0

y(t− n). (4)

The context representation a(t) is used as adaptation feature for the
LM.

In [10], it was shown that such an SSN could be trained jointly
with the network it is attached to by error backpropagation for
speaker adaptation. That means it fulfils our requirement that the
context representation is jointly trainable with the main network.
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Fig. 2: UniFA adaptation framework with (a) the sequence summary
network (SSN) based context extractor network, and (b) LSTM-LM
domain adaptation with fLHUC.
3.2. fLHUC Domain Adaptation Layer

The context adaptation is realised in our proposed approach by
feature-based learning hidden unit contributions (fLHUC). We in-
sert an adaptation layer after the LSTM before the output layer as
shown in Figure 2 (b). The context representation a(t) calculated
by the context extractor network is used as adaptation feature for the
fLHUC. fLHUC applies a gating function to the output of the LSTM

d(t) = (V (w)h(t) + b(V,w))� h(a)(t), (5)

where� denotes an element-wise multiplication of two vectors. The
adaptation parameters h(a)(t) are calculated from the context fea-
tures by a linear layer and a subsequent sigmoid activation function

h(a)(t) = 2σ(U (a)a(t) + b(U,a)). (6)

U (a) and b(U,a) are the weight matrix and bias vector of the linear
layer for the output of the SSN. This linear layer is necessary to
match the output dimensionality of the context extractor network and
the adaptation layer.

In fLHUC, the range of the adaptation parameters h(a)(t) is re-
stricted to [0, 2]. The amplification of the sigmoid function by a
factor of two compensates for the reduced activation in some nodes
after the adaptation layer. To keep the activation of the nodes after
the adaptation layer on approximately the same level [11] suggested
amplifying the activation of those nodes that are not set to zero.

When combining the output of the SSN with the adaptation
layer, we found it very helpful to use a normalisation of the context
features. We applied layer normalisation [18] to the input of the
sigmoid function.

4. EXPERIMENTS

4.1. Dataset

The dataset for our experiments consisted of TED talks. For LM
training, we used a training set consisting of subtitles from 2494
TED talks. The validation and test sets were composed of subtitles
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Table 1: Comparison of subtitle and TED-LIUM test sets.
sentence length (words)
min max mean

subtitle 2 19 9
TED-LIUM 2 122 25

as well. The training set had approximately 5.1M tokens and a vo-
cabulary size of 43K words, where every word appearing only once
is mapped to the OOV token.

For ASR experiments, we used a speech recogniser based on
the standard TED-LIUM Kaldi recipe [14, 19], i.e., a speech recog-
niser with a feed-forward deep neural network acoustic model with-
out any sequence discriminative training. The validation and test
sets in the TED-LIUM recipe and in the subtitle-based set contained
the same talks, but TED-LIUM uses re-transcribed talks. This re-
transcription introduced some mismatch with the text data that we
used for training our LMs. The major difference is the sentence
length in the subtitle and TED-LIUM test sets as shown in Table 1.
By re-transcribing the talks, the sentence length in TED-LIUM in-
creased compared with the original subtitles.

4.2. Model Training

For all NN-LMs in the experiments, we used state of the art LSTMs
as recurrent units. The recurrent layer had 300 LSTM cells. We
used AdaGrad [20] optimiser and a starting learning rate of 0.1. The
Gradients were clipped to an L2 norm of 5. We used standard back-
propagation through time for 20 time steps and a mini-batch size of
128. The networks were regularised by dropout [21] with a dropout
ratio of 50%. As mentioned in Section 3.2, we used layer normalisa-
tion [18] when combining the SSN with the fLHUC adaptation layer.
All methods were implemented with the open-source toolkit chainer
[22]. The number of model parameters of the baseline LSTM-LM
were 26M. Using fLHUC, the parameter size increased by 105K.
UniFA increased the parameter size of the baseline by 270K.

In the experiments we compared fLHUC with two different
methods to derive the adaptation features (a(t) in Figure 2 (b)). The
first method was conventional LDA feature-based domain adaptation
(fLHUC-LDA). We used the same fLHUC adaptation layer [13] as
in our proposed method but the adaptation parameters were derived
from LDA features. In this case, we used the LDA implementation
in Scikit-learn [23] to train the topic model and to calculate the
features. We set the number of LDA topics to 50. The topic model
was trained by splitting the subtitle training set into individual talks.
For training and evaluation of the LMs, the LDA features were cal-
culated from a fixed-size sliding window. The second method uses
the SSN to extract the context features. The SSN in our proposed
UniFA had 300 units and we used a network with a single hidden
layer.

For N-best rescoring, we used the 100-best list to calculate the
LDA features and to calculate the context features with our proposed
method. That means, recognition errors in the hypothesis can have
an effect on the context representation of subsequent utterances if an
utterance is shorter than the context window.

4.3. PPL Results

We first compare the PPL results as summarised in Table 2. All PPLs
for NN-LMs were obtained without N-gram interpolation and show
therefore a fair comparison of the different adaptation mechanisms.
As baseline, we provide the PPL of an LSTM-LM without any do-
main adaptation.

As comparison to our proposed method, we used conventional
LDA feature-based domain adaptation, with LDA features calculated

Table 2: PPL for subtitle and TED-LIUM validation and test set.
The number in brackets denotes the context window size.

Model Subtitle PPL TED-LIUM PPL
val test val test

LSTM-LM 51.58 51.98 209.34 156.29
fLHUC-LDA (50) 48.32 48.56 226.48 154.15
fLHUC-LDA (100) 47.47 47.44 188.33 139.12
fLHUC-LDA (200) 46.76 46.98 173.51 135.68
UniFA (50) 35.74 36.82 144.09 120.14
UniFA (100) 38.27 37.66 165.55 129.21
UniFA (200) 37.18 37.82 168.79 135.34

Table 3: WER after 100-best rescoring for TED-LIUM. The number
in brackets is the context window size.

Model val WER[%] test WER[%]
1-best 16.3 15.1
LSTM-LM 14.2 12.1
fLHUC-LDA (50) 14.3 12.2
fLHUC-LDA (100) 14.0 12.2
fLHUC-LDA (200) 14.0 11.9
UniFA (50) 13.8 11.8
UniFA (100) 13.7 12.0
UniFA (200) 13.9 12.0

from a window size of 50, 100 and 200 words, respectively. From
the adaptation features, we calculated the adaptation parameters in
fLHUC. fLHUC-LDA showed slight improvements on the LSTM-
LM for the subtitle set and TED-LIUM for longer context window
lengths. On TED-LIUM, a window size of 200 words led to a 23%
and 12% PPL reduction for the validation and test set compared with
a 50-word window size, respectively.

For our proposed method, we used the same window sizes as
with fLHUC-LDA. Compared with all other methods, our proposed
method achieved a significantly lower PPL on the subtitle set and
TED-LIUM. The PPL reduction ranges from 26% to 19% on the
subtitle set. Especially for small context window sizes, our method
showed a high PPL reduction compared with fLHUC-LDA. On
TED-LIUM, our proposed method consistently outperformed our
LSTM-LM baseline and could further improve on fLHUC-LDA.

4.4. Rescoring Results

Another very important metric for NN-LMs used in ASR systems is
their improvement of the recognition result after rescoring in terms
of WER. For this purpose, we used Kaldi’s TED-LIUM recipe for
100-best rescoring. The 1-best result was obtained with a trigram
LM that is distributed with the TED-LIUM recipe [24]. The trigram
was trained on different data than TED talks. Table 3 shows the
WER for the 1-best decoding result and after 100-best rescoring for
all models. The baseline LSTM-LM led to a great WER reduction
compared with the 1-best result. For fLHUC-LDA , the ASR results
were analogue to the PPL results. With a short context window,
fLHUC-LDA fell behind the LSTM-LM. The method could only
improve on the baseline with a larger context window.

Our proposed UniFA showed again an improvement on an
LSTM-LM across all context window sizes. The validation set
WER was in all cases better than for fLHUC-LDA and it only fell
behind fLHUC-LDA for the longest window size of 200 words. A
matched-pair significance test showed a significant improvement of
UniFA (50) on an LSTM-LM at a significance level p < 5%.

As Table 1 shows, for TED-LIUM the average utterance length
is 25 words. This corresponds exactly to half the window length of
our best UniFA model. LMs do not benefit much from a very large
context window in rescoring because there might be many recogni-
tion errors from preceding utterances in the context window. How-
ever, these errors seem not to harm the model at shorter context win-
dows and the extractor network can successfully provide additional
(short-term topic) information.
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Fig. 3: Visualisation of (a) LDA features for 200-word window size,
fLHUC adaptation parameters before the sigmoid function from (b)
LDA features from 200-word window size and (c) SSN (50) for talks
six, seven and eight in the subtitle test set.
4.5. Analysis of fLHUC Adaptation Parameters

In addition to comparing each model’s effectiveness in ASR, we
provide further investigation of the adaptation parameters learned
by each model. We compare the best models with LDA features
and SSN from Section 4.4. Figure 3 shows a visualisation for the
fLHUC adaptation parameters before the sigmoid function when
learned from LDA features and from the SSN with different window
lengths. As data for the comparison, we used talks six, seven and
eight in the subtitle test set. Figure 3 (a) and (b) show the LDA
features for a 200-word window and the adaptation parameters the
network learned to extracted from them, respectively. The LDA
features show three distinct topics with high activation for each of
the talks. The adaptation parameters have values around zero for
most of the nodes in the adaptation layer, which means that the
node passes through its input. However, certain nodes show either
high (red horizontal lines) or low (blue horizontal lines) activation
depending on the active LDA topic. This means that these nodes
amplify or attenuate their input, respectively.

Figure 3 (c) shows the adaptation parameters when learned to
extract with the SSN from a context window of 50 words1. Similar
to the adaptation parameters learned from LDA features, there are
also some nodes in the adaptation layer that receive constant high or
low activations during each talk. This suggests that the SSN learns to
capture a global topic-like context spanning several thousand words.
However, the adaptation parameters from the SSN appear noisier
compared with the ones learned from LDA features. This means that

1We applied a threshold to values around minus two for improved visual-
isation.

the SSN output changes more frequently depending on the context
compared with LDA features. This suggests that in addition to the
long term context the SSN can also capture more local context. This
leads to a more frequent regulation of each node in the adaptation
layer. As the experimental results showed, LDA features with shorter
context windows were unable to capture these local topic changes
but it was important for reducing PPL and WER.

5. RELATED WORK

We decided to use an SSN for the context representation, however,
there are other more common methods in natural language process-
ing. Among these are convolutional neural networks [25, 26], or
vector based representations like paragraph vector [27] and deriva-
tives thereof [28]. Despite being a successfull method, paragraph
vector is not suitable to our problem because it requires a document
matrix that grows with the number of documents. A row in this ma-
trix serves as representation for each document and the matrix has
to be extended for unknown documents in the evaluation set. An-
other popular and successful context representation is the encoder-
decoder framework [29], which showed to be very successful in ma-
chine translation [30] or in the generation of conversation responses
[31] among other tasks. However for our application, such encoder
architecture would be computationally very expensive because we
have to run an LSTM-based encoder over a long (possibly a few
hundred words) context window at each and every word prediction.

A recent approach for LM domain adaptation which is related to
ours was presented in [32]. It uses a mixture of pre-trained LSTM-
LMs where the weight for each LSTM-LM is determined by a mixer
network. This mixer network is represented by another LSTM. How-
ever, there are several differences with our proposed approach. First,
the method introduced in [32] is not a pure feature-based domain
adaptation method because it requires domain information for the
pre-training. Second, it is a multi-step training process whereas our
UniFA is a single-step training process.

6. SUMMARY AND OUTLOOK

We presented a unified framework UniFA for feature-based LM do-
main adaptation based on a sequence summary network (SSN) and
feature based learning hidden unit contributions (fLHUC). Our re-
sults on a dataset of TED talks showed improved PPL results com-
pared with a baseline LSTM-LM and conventional feature-based do-
main adaptation with LDA features. In 100-best rescoring on the
TED-LIUM dataset, our proposed method UniFA consistently im-
proved on an LSTM-LM baseline and outperformed conventional
feature-based adaptation in all but one cases. In addition, we pro-
vided further insight into what the network learns from the context
window by analysis of the fLHUC adaptation parameters.

For future work, we are considering to improve on the current
context representation learned by the SSN. So far, longer context
window sizes were not helpful further improving the results. We
are planning to investigate pre-training the SSN for instance as an
auto-encoder. In addition, we think that attention could help to ob-
tain a better context summary vector. For longer context windows,
performance might degrade because the context vector only contains
an average representation of all words in the context window. Espe-
cially regarding rescoring, we consider learning a more robust con-
text representation by introducing distortions in the training data. An
interesting approach regarding how these distortions could be gener-
ated was presented in [33].
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Karafiát, Lukáš Burget, and Jan Honza Černockỳ, “Sequence
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