
ILP-BASED COMPRESSIVE SPEECH SUMMARIZATION WITH CONTENT WORD
COVERAGE MAXIMIZATION AND ITS ORACLE PERFORMANCE ANALYSIS

Atsunori Ogawa, Tsutomu Hirao, Tomohiro Nakatani, and Masaaki Nagata

NTT Communication Science Laboratories, NTT Corporation, Kyoto, Japan

ABSTRACT

We propose an integer linear programming (ILP)-based compressive
speech summarization method that maximizes the coverage of con-
tent words in a resultant summary. It is an unsupervised method
and, under the designed constraints, it performs a single-step glob-
ally optimal summarization of a given long speech recording, which
is decoded as a confusion network form of an automatic speech
recognition (ASR) hypothesis sequence. It selects as many differ-
ent content words as possible from the speech input that inevitably
includes a high level of redundancy (e.g. the repetition of the same
word) under a given length constraint. In experiments using a lec-
ture speech corpus, we obtained higher summarization performance
in terms of ROUGE scores than with a baseline extractive summa-
rization method. We further conduct experimental analyses to obtain
the oracle (upper bound) performance of the summarization meth-
ods. The analysis results show that the oracle performance is very
high even though the ASR hypotheses include recognition errors. It
is significantly higher than the system performance and, in addition,
the oracle performance of the compressive method is significantly
higher than that of the extractive method. These results confirm that
our method is a promising approach.

Index Terms— Compressive speech summarization, integer lin-
ear programming (ILP), maximum coverage of content words, oracle
(upper bound) performance

1. INTRODUCTION

Speech (speech-to-text) summarization is an essential technology for
quickly reviewing the contents of a long speech recording, and it has
been actively studied over many years [1–3]. In the basic framework
of speech summarization, first automatic speech recognition (ASR)
is performed on the target speech recording and then the obtained
ASR hypotheses are summarized. Spontaneous speech inevitably in-
cludes high redundancy, e.g. the repetition of the same word. There-
fore, the key issue in speech summarization is how to select as many
different content words as possible from the speech input under a
given length constraint [4, 5].

Many of the previous studies on speech summarization have fo-
cused on extractive methods, e.g. [6–16]. An extractive method, e.g.
the maximum marginal relevance (MMR) method [17, 18], selects
important utterances from the target speech recording and concate-
nates them to form a summary. It is basically a simple and thus
robust method. However, it selects utterances in a greedy fashion at
the utterance level, and thus it does not maximize the content word
coverage in the resultant summary. This is one reason why methods
other than extractive approaches should also be pursued [19].

As an alternative to the extractive approaches, each utterance is
compressed in [20, 21]. With the method, a summarization score is
defined, and words are selected from the target utterance using a dy-
namic programming (DP) framework so as to maximize the summa-
rization score under the given length constraint. The selected word

sequence corresponds to the compressed utterance. Each utterance
can be accurately compressed with this method. However, a sum-
mary of the whole target speech recording, which achieves the max-
imum coverage of the content words, cannot be obtained by simply
concatenating the compressed utterances.

As other examples, two-step summarization methods are em-
ployed in [19, 22]. With these methods, first the utterances are
extracted and then each of the extracted utterances is compressed.
An integer linear programming (ILP)-based compression frame-
work [23] is employed in [19]. As with the DP-based frame-
work [20–22], in the ILP-based framework, an objective function
is defined and maximized under the designed constraints (includ-
ing the given length constraint) to obtain a compressed utterance.
With the ILP-based framework, an optimal summary can be ob-
tained under the constraints, which is not always available with the
DP-based framework [23]. A good summary can be obtained with
these methods, however, it is not a globally optimal summary of the
whole target speech recording that achieves maximum coverage of
the content words, since the methods perform summarization in two
separate steps.

In this paper, we apply an ILP-based compressive speech sum-
marization method that maximizes the content word coverage to the
ASR hypotheses. To the best of our knowledge, this is the first
trial of compressive speech summarization. Compressive summa-
rization has recently been actively studied in the written text domain,
e.g. [24–26]. In contrast to the above described methods, a compres-
sive method jointly performs the extraction and the compression. We
derive an ILP formulation [23] of compressive summarization that
maximizes the coverage of the content words [4, 5] and that is ap-
plicable to both the 1-best and confusion network (CN) [27] forms
of ASR hypotheses. By applying our method to the whole target
speech recording in a single step, we can obtain a globally optimal
summary that achieves the maximum coverage of the content words
under the given length constraint. We compared our method with
an extractive method in terms of the ROUGE scores [28] using a
lecture speech corpus. The experimental results confirm the effec-
tiveness of our method. We also conducted experimental analyses to
obtain the oracle (upper bound) performance of the speech summa-
rization methods [29, 30]. This is the first trial to reveal the oracle
summarization performance for ASR hypothesis inputs that include
recognition errors. The analysis results confirm that our method is a
promising approach.

2. RELATION TO PRIOR WORK

An ILP-based extractive method is applied to meeting recordings
in [31] to obtain summaries that achieve the maximum coverage of
the concepts (content words) with an extractive (i.e. utterance-level
selection) framework. We employ this method as the baseline in our
experiments. The CN form of the ASR hypotheses is used and their
superior performance to the 1-best hypotheses is reported in [7,9,10].
We also compare the 1-best and CN forms of ASR hypotheses in our
experiments.

7190978-1-5386-4658-8/18/$31.00 ©2019 IEEE ICASSP 2019



 

Inner node

Outer node

(i-1)th CN ith CN (utterance) (i+1)th CN1st CN Uth CN

BOU

EOU

In-edges

Out-edges

BOU EOU

BOU/EOU: Begin/End of utterance node

Edge

ith reconstructed CN

Fig. 1. (Top) CN form of ASR hypothesis sequence that is a decoding result of one whole (long) speech recording consisting of U utterances.
One CN corresponds to the decoding result of one utterance. The red arcs (recognized words) in each CN are selected in the resultant
summary. (Bottom left) The ith reconstructed CN. (Bottom right) In- and out-edges that are connected with the inner node (word) wi,3,1.

In contrast to the above described unsupervised approaches,
supervised approaches, especially neural network (NN)-based ap-
proaches, have begun to be studied, e.g. [32–36]. For example,
recurrent NN (RNN) language models (LMs) [32], paragraph em-
bedded features [33], and convolutional NNs (CNNs) [35], are used
to select utterances in the extractive method. Abstractive sum-
marization (headline generation) from short speech recordings is
performed using RNNs [34] or connectionist temporal classification
(CTC) model [36]. These methods seem to be promising. However,
a huge amount of data is needed to train the NN models. In addition,
it currently appears to be difficult to build an NN model that can
receive a long speech recording (e.g. a whole lecture speech) and
perform compressive summarization in a single step. Consequently,
it is difficult for the NN model to maximize the coverage of the
content words in the resultant summary. Therefore, in this paper, we
focus on the ILP-based unsupervised summarization methods.

3. ILP-BASED COMPRESSIVE SPEECH
SUMMARIZATION WITH COVERAGE MAXIMIZATION

We describe in detail our ILP-based compressive summarization
method with coverage maximization for a CN form of ASR hypoth-
esis sequence input. We also briefly mention our method for a 1-best
sequence input, the baseline ILP-based extractive method [31], and
methods for obtaining oracle summaries [29, 30].

3.1. Reconstruction of CN

As shown at the top of Fig. 1, our method receives a CN [27] form
of ASR hypothesis sequence input, which is a decoding result of one
whole (long) speech recording, and performs single-step compres-
sive summarization for the given CN sequence while maximizing
the coverage of the content words in the resultant summary. We re-
construct the structure of the given original ith CN as shown in the
bottom left of Fig. 1. We redefine an arc (recognized word) in the
original CN as an inner node (e.g. wi,1,1) including the begin and
end of utterance nodes (i.e. BOU and EOU) in the reconstructed CN.
We also redefine a set of arcs in the same segment in the original CN
as an outer node (e.g. wi,1,1 and wi,1,2) in the reconstructed CN. We
then connect an inner node to all the other inner nodes with edges in

a left-to-right fashion (without directly connecting BOU to EOU).
Note that inner nodes included in the same outer node are not con-
nected with each other. For example, wi,1,1 is connected with edges
to wi,2,1, wi,3,1, wi,4,1, wi,4,2, and EOU, but it is not connected with
wi,1,2. By repeating this procedure for each of the CN in the given
original CN sequence, we can obtain a reconstructed CN sequence.
In the following, we derive an ILP formulation [23] of our method
using this reconstructed CN sequence as the input.

3.2. ILP Formulation for CN Sequence Input

Compressive speech summarization (joint extraction and compres-
sion) can be regarded as a path (a sequence of inner nodes and edges)
selection problem in the given reconstructed CN sequence. We de-
fine the score of a path as the sum of the weights of inner nodes, those
of edges, and the coverage of the content words included in the path.
Then, we select a path that maximizes the score under a given length
constraint as the best path, i.e. the resultant summary. This is a typ-
ical combinatorial optimization problem and an NP-hard problem.
We derive an ILP formulation to solve this problem as shown in the
Eqs. (1) to (12). In these equations, U is a set of CNs in the given
reconstructed CN sequence, Vi is a set of outer nodes in the ith CN,
Ni,j is a set of inner nodes of the jth outer node in the ith CN, and
W is a set of the content words in U .

Equation (1) is the objective function that we define to find the
best path. fi,j,k is the significance score for the inner node wi,j,k

(the kth inner node of the jth outer node in the ith CN) defined as

fi,j,k=conf(wi,j,k)+tfidf(wi,j,k),

where conf(·) returns the confidence score for an inner node (i.e. the
reliability of a recognized word) and tfidf(·) returns the tfidf (= tf
× idf) score for the inner node. The confidence score (probability)
is attached to each inner node in the CN through consensus decod-
ing [27]. We obtain the tf score (count) of an inner node by summing
the confidence scores of the inner node in U as with [7, 9, 10]. We
estimate the idf score of each inner node using text data (in our ex-
periments, this is the data used to train ASR models). ni,j,k is a
binary indicator, and ni,j,k = 1 denotes that wi,j,k is included in the
best path. gi,t,qi,s,p is the edge score between the pth inner node of the
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sth outer node and the qth inner node of the tth outer node in the ith
CN. We use the word bigram score as this edge score as

gi,t,qi,s,p=P (wi,t,q|wi,s,p).

We train a bigram LM employing the text data that is used to estimate
the idf scores of inner nodes (i.e. the data used to train the ASR
models). ei,t,qi,s,p is a binary indicator, and ei,t,qi,s,p = 1 denotes that
the edge is included in the best path. α and β are parameters for
balancing the above described significance and bigram scores. zh
is a binary indicator, and zh = 1 denotes that the hth content word
in U is included in the best path, and zh = 0 denotes otherwise.
With this last term of Eq. (1), our method attempts to include (cover)
as many different content words (in our experiments, nouns, verbs,
and adjectives) as possible in the best path. This term denotes the
maximum coverage constraint.

Equations (2) to (12) represent the constraints. Equation (2) en-
sures that there are fewer than L characters in the best path where
li,j,k denotes the number of characters (length) of the inner node
(word) ni,j,k. In an experimental evaluation, L is usually deter-
mined based on the number of characters included in the reference
transcription of the target speech recording and the given length con-
straint (or the compression ratio). Equation (3) ensures that at most
one inner node can be selected from an outer node. Equation (4)
represents the constraint between an inner node and in-edges that
are connected to the inner node. Similarly, Eq. (5) represents a con-
straint between an inner node and out-edges that are connected to
the inner node. These two equations ensure that, when an inner node
is selected in the best path, one in-edge and one out-edge that are
connected to the selected inner node must be selected. For exam-
ple, as shown in the bottom right of Fig. 1, the inner node wi,3,1 is
selected and, consequently, one in-edge connected from wi,2,1 and
one out-edge connected to wi,4,1 are selected. To avoid generating
short and fragmented compressed utterances, Eqs. (6) to (8) ensure
that the number of inner nodes included in a compressed utterance
exceeds K.

We can solve the above defined ILP-based optimization prob-
lem exactly (i.e. we can find exactly the best path) using a solver,
e.g. the CPLEX optimizer [37]. After solving the problem, we can
obtain the best path, i.e. the resultant summary, by collecting the
inner nodes according to ni,j,k = 1. For example, in Fig. 1, a se-
quence that consists of the three inner nodes (words), wi,1,2, wi,3,1,
and wi,4,1, is included in the resultant summary as a compressed ut-
terance. The resultant summary is a globally optimal summary of the
target speech recording under the above described constraints where
the maximum coverage of the content words is achieved.

3.3. 1-best Input, Extractive Method, and Oracle Summaries

We can obtain an ILP formulation for a 1-best ASR hypothesis se-
quence input as a simplified version of that for the CN sequence
input. The 1-best input can be regarded as the CN input in which
all outer nodes have only one inner node, i.e. |Ni,j | = 1 for all i
and j. Therefore, we can obtain the ILP formulation for the 1-best
input from Eqs. (1) to (12) by removing all the sum operations that
relate to |Ni,∗| and, consequently, removing the indices k, p, and q
from all the variables. The CN input clearly has an advantage over
the 1-best input, since we can also select inner nodes (words) from
words that are ranked below the 2nd-best in the CN.

For the baseline extractive method, we employ an ILP formula-
tion similar to that described in [31]. We use the 1-best input for the
extractive method. Note that, as with our method for the CN input,
our method for 1-best input and the extractive method for the 1-best
input also employ the maximum coverage constraint of the content
words.

We obtain the extractive and compressive oracle summaries
based on the methods proposed in [29] and [30], respectively, using
ASR hypotheses and reference summaries. This is the first trial to
reveal the oracle (upper bound) summarization performance for the
ASR hypotheses that include recognition errors. The oracle sum-
maries are obtained so as to maximize the ROUGE scores [28]. They
are metrics that are widely-used to evaluate the quality of obtained
system summaries by comparison with the reference summaries
based on the co-occurrence statistics of word unigrams (ROUGE-1),
bigrams (ROUGE-2), and skip-grams plus unigrams (ROUGE-SU,
typically, ROUGE-SU4 that allows four word skips at maximum).

maximize
|U|∑
i=1

α

|Vi|∑
j=1

|Ni,j |∑
k=1

fi,j,kni,j,k

+ β

|Vi|−1∑
s=1

|Ni,s|∑
p=1

|Vi|∑
t=s+1

|Ni,t|∑
q=1

gi,t,qi,s,pe
i,t,q
i,s,p


+

|W |∑
h=1

zh, (1)

subject to
|U|∑
i=1

|Vu|∑
j=1

|Ni,j |∑
k=1

ℓi,j,kni,j,k ≤ L, (2)

∀i, j :

|Ni,j |∑
k=1

ni,j,k ≤ 1, (3)

∀i, j, k, s, p :

j−1∑
s=1

|Ni,s|∑
p=1

ei,j,ki,s,p − ni,j,k = 0, (4)

∀i, j, k, t, q :

|Vi|∑
t=j+1

|Ni,t|∑
q=1

ei,t,qi,j,k − ni,j,k = 0, (5)

∀i :

|Vi|∑
j=1

|Ni,j |∑
k=1

ni,j,k

K
≥ ai,1, (6)

∀i :1−

|Vi|∑
j=1

|Ni,j |∑
k=1

ni,j,k

|Vi|
≥ ai,2, (7)

∀i :ai,1 + ai,2 = 1, (8)

∀i, j, k :ni,j,k ∈ {0, 1}, (9)

∀i, s, t, p, q :ei,t,qi,s,p ∈ {0, 1}, (10)

∀h :zh ∈ {0, 1}, (11)

∀i :ai,∗ ∈ {0, 1}. (12)

4. EXPERIMENTS

We conducted experiments to evaluate the ILP-based speech sum-
marization methods with coverage maximization described in Sec-
tion 3 using the corpus of spontaneous Japanese (CSJ) [38], which is
a large scale speech corpus of academic lectures. Our compressive
methods, which use the 1-best or CN form of the ASR hypothesis
inputs (hereafter, referred to as Comp. 1-best and Comp. CN, respec-
tively) are compared with the baseline extractive method, which uses
the 1-best inputs (Extr. 1-best) [31]. To confirm the effectiveness of
the coverage maximization of the content words, we also evaluated
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Comp. CN, which does not use the coverage constraint, i.e. the last
term in Eq. (1) (Comp. CN w/o coverage). In addition, we con-
ducted experiments to reveal the oracle (upper bound) performance
of the summarization methods [29,30] when they are applied to ASR
hypotheses including recognition errors. We used the CPLEX opti-
mizer [37] to perform summarization (i.e. to solve the ILP-based
optimization problems).

4.1. Experimental Settings

The training data consisted of 250 hours of speech, which includes
198k utterances and 3.4M words. Using this data, we trained a CNN
acoustic model and a trigram LM, which were used to perform ASR.
We also trained a bigram LM and estimated idf scores for each word
in the vocabulary, which were used to perform summarization. The
vocabulary size was set at 31k. The evaluation data consisted of 100
lectures as shown in Table 1. We performed ASR on this data with a
weighted finite state transducer (WFST)-based one-pass speech rec-
ognizer [39] using the CNN acoustic model and the trigram LM de-
scribed above, and we obtained the 1-best and CN forms of the ASR
hypotheses for each utterance in the data. We obtained the confi-
dence and tf scores for each recognized word in the ASR hypotheses,
which were used to perform summarization.

We performed single-step summarization with the four methods
described above for each obtained ASR hypothesis sequence that
corresponds to a whole lecture speech (12 min length on average)
using the obtained features, i.e. the confidence, tfidf (= tf × idf),
and bigram LM scores. We set the compression ratio at 10% at the
character level by adjusting the number of characters L in Eq. (2).
Based on the results of preliminary experiments, we set α and β
in Eq. (1) at 0.6 and 1.5, respectively, and K in Eq. (6) at 20 so
that one compressed utterance consisted of at least 20 words (about
30 characters). We evaluated the resultant system summaries using
ROUGE-1, -2, and -SU4 scores [28] (see Section 3.3). All types of
words were taken into account when calculating these scores. As for
ROUGE-1, we also employed the version that takes only the content
words (the nouns, verbs, and adjectives) into account (referred to as
ROUGE-1CW). Three or four reference summaries were made by
different human subjects for each lecture with a 10% compression
ratio at the character level. We thus calculated a ROUGE score for
the resultant summary by averaging the ROUGE scores obtained us-
ing these reference summaries. We also counted how many different
content words on average were included in a resultant summary.

We obtained oracle summaries based on the methods proposed
in [29, 30] (see Section 3.3). We used the ROUGE-2 score in the
objective function and thus the oracle summaries were obtained so
as to maximize the ROUGE-2 scores.

4.2. Experimental Results

Table 2 shows the summarization performance of the four methods
(systems). The absolute values of the obtained ROUGE scores are
reasonable compared with those reported in the literature. Com-
paring the results of Extr. 1-best and Comp. 1-best, we can con-
firm the superiority of the compressive method over the extractive
method. Comp. CN slightly but consistently outperforms Comp. 1-
best. From these results, we can confirm the effectiveness of us-
ing CNs as the form of ASR hypotheses as reported in [7, 9, 10].
Analyzing the summaries obtained with Comp. CN, 18.6% of the
words are selected from recognized words that are ranked below the
2nd-best in the input CNs. Comparing the results of Comp. CN and
Comp. CN w/o coverage, we can confirm the effectiveness of in-
troducing the maximum coverage constraint of the content words.
Its effect is especially (reasonably) noticeable in the ROUGE-1CW
score. Comp. CN includes 98.6 on average of different content
words in the resultant summary, whereas Comp. CN w/o coverage

Table 1. 100 lecture speech data used for evaluation.
Total / average length 20 hours / 12 min
Total / average number of utterances 13963 / 140
Total / average number of words 249537 / 2495
1-best word error rate 14.5%

Table 2. System performance in terms of the four ROUGE scores.
#CW shows avg. # of different content words included in a summary.

Method ROUGE-1 -1CW -2 -SU4 #CW
Extr. 1-best 0.595 0.433 0.225 0.303 106.2
Comp. 1-best 0.621 0.451 0.267 0.356 96.8
Comp. CN 0.624 0.459 0.270 0.360 98.6
Comp. CN w/o coverage 0.616 0.429 0.263 0.357 75.8

Table 3. Oracle (upper bound) performance.
Method ROUGE-1 -1CW -2 -SU4 #CW
Extr. 1-best 0.754 0.637 0.424 0.460 83.0
Comp. 1-best 0.805 0.695 0.579 0.584 86.3
Comp. CN 0.832 0.737 0.632 0.623 87.4

only includes 75.8 different content words (see the following discus-
sion).

Table 3 shows the oracle (upper bound) performance when the
summarization methods are applied to the ASR hypothesis inputs.
From these results, we can confirm that the oracle performance is
very high even though the ASR hypotheses include recognition er-
rors (the 1-best word error rate is 14.5%). It is significantly higher
than the system performance. In addition, we can confirm again the
superiority of the compressive method over the extractive method
and that of Comp. CN over Comp.1-best. These results confirm that
our methods, especially Comp. CN, are promising. However, they
also indicate that we need to improve our methods (e.g. by intro-
ducing more effective features and constraints) since there is a large
score gap between the system and oracle summaries.

A comparison of a system summary and the corresponding ora-
cle summary shows that the system summary includes more different
content words than the oracle summary. However, the ROUGE-1CW
score of the system summary is lower than that of the oracle sum-
mary. The number of different content words included in an oracle
summary shows the upper bound of the number of different content
words that can be correctly included in a summary. This means that,
even though the coverage constraint performs its role steadily as de-
scribed above, incorrect content words are also included in a system
summary (especially, in an Extr. 1-best summary). We also need to
develop a method for selecting the content words more accurately.

5. CONCLUSION AND FUTURE WORK

We have applied ILP-based compressive summarization with con-
tent word coverage maximization to ASR hypotheses for the first
time. We confirmed experimentally the superiority of the compres-
sive method over the extractive method and the effectiveness of con-
sidering the maximum coverage of the content words. We also con-
firmed from oracle (upper bound) performance analyses that our
method is promising but still has considerable room for improve-
ment.

Future work will include the introduction of dependency struc-
tures to improve the grammatical correctness of the resultant sum-
maries. We also plan to leverage the NN-based techniques. We will
start with the simple utilization of the NN-based models and features
in our framework as successfully utilized in [32, 33].
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