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ABSTRACT

We introduce a method to improve the quality of simple scalar quanti-
zation in the context of acoustic sensor networks by combining ideas
from sparse reconstruction, artificial neural networks and weight-
ing filters. We start from the observation that optimization methods
based on sparse reconstruction resemble the structure of a neural net-
work. Hence, building upon a successful enhancement method, we
unroll the algorithms and use this to build a neural network which we
train to obtain enhanced decoding. In addition, the weighting filter
from code-excited linear predictive (CELP) speech coding is inte-
grated into the loss function of the neural network, achieving percep-
tually improved reconstructed speech. Our experiments show that
our proposed trained methods allow for better speech reconstruction
than the reference optimization methods.

Index Terms— Speech coding, quantization, machine learning,
artificial neural networks

1. INTRODUCTION

The process of representing analog speech signals in the digital do-
main (e.g., for storage or transmission) is called speech quantization
or coding. One aims at efficient, yet high quality coding to save
either storage capacity or bitrate, while keeping high speech quality.
Hence, algorithms for speech coding thrive to balance computational
complexity for encoding and decoding, bitrate, algorithmic latency,
and speech quality.

In acoustic sensor networks [1–5], particularly the transmitters
must operate with very low computational complexity due to bat-
tery lifetime constraints, while some central decoders can consume
much higher computational complexity. Hence, this paper aims at
improving coding methods that feature low computational complex-
ity at the sender by using simple scalar quantizers, but still use not
too heavy computations on the reconstruction side. There are some
previous works for the same task: For correlated source signals such
as speech, either a time-variant codebook at the receiver [6, 7], a
shallow neural network after the decoder [8], or a postprocessor af-
ter decoding [9–12] can exploit residual correlations to improve the
reconstruction of the quantized signal on the decoder side.

Different from the above methods, our approach builds on a
combination of techniques from compressed sensing and convex op-
timization [5], improving these techniques by unrolling the respec-
tive algorithm [13] and using the algorithmic architecture as the ba-
sis for a neural network as proposed in [14]. Our approach works
on short frames of speech signals which enables realtime capability
of the method. Moreover, we use a tailored objective function for

the training that builds on the weighting filter from speech codecs
based on code-excited linear predictive (CELP) coding, e.g., adap-
tive multi-rate (AMR) [15] and wideband AMR (AMR-WB) [16].
The weighting filter is originally designed to shape the spectrum of
the coding error to follow the speech spectral envelope at some level
below, in order to perceptually mask the error [17]. In this work, the
reconstruction error between the dequantized speech and the origi-
nal speech, shaped by the same time-variant weighting filter, is then
minimized during the training of the neural network.

The paper is structured as follows: In Section 2, we briefly re-
view the convex optimization problem that was used in [5] for speech
dequantization, and propose to unroll the associated iterative opti-
mization algorithm in terms of neural networks in Section 3. In Sec-
tion 4, we propose a perceptual loss function applying the weighting
filter from CELP speech coding for training of the networks. Sec-
tion 5 presents the simulation setup, the evaluation results, and the
discussion. Finally, some conclusions are drawn in Section 6.

2. DEQUANTIZATION BY CONVEX OPTIMIZATION

It has been proposed in [5] to dequantize quantized speech signals
by exploiting sparsity of speech in the frequency domain. We use
short frames sℓ ∈ R

N of uniformly quantized speech signals, where
N is the frame length and ℓ is the frame index, which is obtained
from the respective frame s̃ℓ ∈ RN in a speech signal. The authors
of [5] proposed to solve the convex optimization problem

x
⋆
ℓ ∈ argmin

x∈RN

‖x‖1 s.t. ‖K−1
x− sℓ‖∞ ≤ ∆

2
(1)

where K denotes the discrete cosine transform (DCT) matrix of di-
mension N ×N , the vector x is the signal representation in the
DCT domain, and ∆ is the length of the quantization intervals. The
DCT can be expressed as xℓ = Ksℓ, where the elements of the
DCT matrix K are Kij = cos

(

π · i(j + 0.5)/N
)

, with i, j ∈
{0, 1, · · · , N−1}. The objective ‖x‖1 encourages reconstructions
K−1x that have a sparse DCT and the constraint in (1) takes into ac-
count that s̃ℓ originates in an ℓ∞-norm ball with radius ∆/2 around
the quantized signal. Accordingly, x⋆

ℓ ∈ R
N approximates s̃ℓ in

terms of the columns of K−1. Finally, the reconstructed frame of
the speech signal is obtained as s⋆ℓ := K−1x⋆

ℓ . We can also perform
the change of variables e := K−1x− s and solve the problem

e
⋆
ℓ ∈ argmin

e∈RN

‖Ke+Ksℓ‖1 s.t. ‖e‖∞ ≤ ∆
2

(2)

7000978-1-5386-4658-8/18/$31.00 ©2019 IEEE ICASSP 2019



y
(k)
ℓ

e
(k)
ℓ

e
(k+1)
ℓ

+

−

y
(k+1)
ℓ

sℓ +

σK

projB∞

1

τK⊤

projB∞

∆/2

Fig. 1: Primal-dual block without extrapolation.

instead. Applying the primal-dual method of Chambolle and Pock
[18] to this problem gives the iteration (iteration index k)

y
(k+1)
ℓ = projB∞

1

(y
(k)
ℓ + σK(ē

(k)
ℓ + sℓ)) (3a)

e
(k+1)
ℓ = projB∞

∆/2
(e

(k)
ℓ − τK⊤

y
(k+1)
ℓ ) (3b)

ē
(k+1)
ℓ = 2e

(k+1)
ℓ − e

(k)
ℓ , (3c)

where projM denotes the orthogonal projection onto M , B∞
r is the

ℓ∞-norm ball with radius r, and τ, σ > 0 are stepsizes. For a one-
dimensional input, the utilized projection is

projB∞

r
(x) = max(−r,min(r, x)) (4)

(see Figure 2) and in (3a)–(3b) this kind of projection is applied to
each component of the respective vectors. The method is known to
converge to a solution of (2) if τσ < 1/‖K‖2. As [5] showed, this
leads to remarkably good dequantization results for uniformly and
non-uniformly quantized signals. In this work we will take this iter-
ation as a starting point for a learned algorithm for dequantization.

3. A NEURAL NETWORK FOR DEQUANTIZATION

As put forward by several works (see, e.g., [13]) one can unroll iter-
ative optimization routines and treat them as neural networks. If we
omit the extrapolation step (3c), the respective network is shown in
Figure 1. Similar to [14] we propose to use this block as building
block for a neural network.

However, different from [14], we keep as much structure of the
iteration (3) in the network as possible. More precisely, we just omit
the extrapolation step (3c) and treat K, σ and τ as parameters of the
network. Especially, we keep the matrix K tied over all layers and
also tied to its transpose in the primal step (3b). Hence, the network
works as follows: Given a quantized signal sℓ with known length of

quantization intervals ∆, the network initializes with e
(0)
ℓ = 0 and

y
(0)
ℓ = 0 and iterates

y
(k+1)
ℓ = projB∞

1

(y
(k)
ℓ + σK(e

(k)
ℓ + sℓ)) (5a)

e
(k+1)
ℓ = projB∞

∆/2
(e

(k)
ℓ − τK⊤

y
(k+1)
ℓ ) (5b)

for k ∈ {0, . . . ,K − 1}, where K is the number of primal-dual

blocks (5a)–(5b) and the backmost activation e
(K)
ℓ is the network

output. Due to the above-mentioned change of variables, the recon-
structed speech is finally obtained as

ŝℓ = e
(K)
ℓ + s̃ℓ . (6)

Fig. 2: Projection onto an ℓ∞-norm ball with radius r.

Each primal-dual block consists of two consecutive layers with
activation functions projB∞

1
and projB∞

∆/2
, respectively. These

projection-based activation functions (see Figure 2) are scaled ver-
sions of the well-known hardtanh activation function which was
introduced in [19] and can be considered a piecewise linear approx-
imation to the hyperbolic tangent function. Moreover, as pointed
out in [14], a primal-dual network consisting of stacked blocks (5a)–
(5b) can be understood as two interacting residual networks [20].
However, this holds only if each layer is equipped with its own
weights and biases. Here, the parameters of the network are the
matrix K and the stepsizes τ and σ. Note that K⊤ is tied, i.e., we
fix that step (5b) uses the transpose of the matrix in step (5a) and
also the matrix is the same in each layer. The motivation for the
tying of the matrix (and the tying with its transpose) is as follows:
Clearly, a network where K and K⊤ are different and vary with the
layers would be more expressive. However, the network would be
harder to train (e.g., due to the vanishing gradient problem). More
importantly, we already know that the specific choice of the DCT
as linear map leads to good dequantization results and hence, we
expect that we can still obtain even better results with tied operators.
We include the stepsizes σ and τ in the training since we observed
in previous experiments in [5] that their choice does influence the
performance of the optimization method (3) significantly.

4. DESIGN OF THE LOSS FUNCTION APPLYING THE

WEIGHTING FILTER

To obtain a method with realtime capability, we use short frames of
speech signals for the training, i.e., we divide the original and the
quantized speech signals s̃ and s into non-overlapping frames s̃ℓ and
sℓ of length N (and use N = 320 at a sampling rate of 16 kHz).
These frames of quantized speech signals are fed into our network
and the loss function compares the output ŝ of the network with the
original speech signal s̃. A natural loss function would be the mean
squares error (MSE) between ŝ and s̃. It turned out that this loss
function leads to an undesirable amount of noise in the reconstruc-
tion that lowers the intelligibility significantly.

In order to obtain further improved perceptual quality of the
reconstructed speech, a weighted error between the reconstructed
speech and the original speech forms the loss function of the neu-
ral network. By applying the weighting filter in the loss function,
the error between the reconstructed speech and the original speech
is trained to track the spectral shape of the inverse weighting filter,
which actually follows the spectral envelope of the original speech,
but is kept at some level below [15]. As a result, this reconstruction
error is expected to be less audible due to the auditory masking ef-
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Fig. 3: Framework for training with the weighting filter being integrated into the loss function Jℓ is shown on the left. The detailed structure
of the FIR convolutional network layer (in dark grey areas), including padding and convolution (∗), is shown on the right, which are applied
to both the original speech frame s̃ℓ and the reconstructed speech frame ŝℓ (s̃ℓ is taken as an example in this figure). Note that the FIR
convolutional network layer is only needed in training, not in test.

fect, which will improve the perceptual quality of the reconstructed
speech.

The whole pipeline of the training using this perceptually mod-
ified loss function is illustrated in the left part of Figure 3, which
will be described in the rest of this section. First, the finite impulse
response (FIR) hℓ of the weighting filter Hℓ(z) for frame ℓ is ob-
tained as follows: The original speech signal s̃(n) is assembled from
frames s̃ℓ without overlap with the frame length being N . After that,
a linear prediction (LP) coefficients vector aℓ of order (length) 16
is computed from s̃ℓ using a rectangular window and the Levinson-
Durbin algorithm [21] in LP analysis. Then, the weighting filter
Hℓ(z) is obtained by [15]:

Hℓ(z) =
Aℓ(z/γ1)

Aℓ(z/γ2)
, (7)

where Aℓ(z/γ) =
∑16

i=1aℓ(i)γ
iz−i, γ1 = 0.94 and γ2 = 0.6. In

order to approximate the FIR hℓ of this weighting filter, the delta
function1 δ(n) is filtered by Hℓ(z), and the first N output samples
are regarded as the FIR hℓ of this filter.

Subsequently, the weighted speech frames, both the original
weighted speech frame s̃w

ℓ and the reconstructed weighted speech
frame ŝw

ℓ , are obtained by padding and convolution. These two
processing steps actually form the FIR convolutional network layer
as shown in Figure 3 (dark grey areas). For simplicity, on the right
side of Figure 3 we only show how the original weighted speech
frame s̃w

ℓ is obtained; the reconstructed weighted speech frame ŝw
ℓ is

computed in the same manner. Note that the quantized signal s(n) is
assembled from frames sℓ and this quantized frame sℓ is fed into the
neural network (NN) which then provides the reconstructed frame
ŝℓ.

The original speech frame s̃ℓ is padded in front with the last
N −1 samples from the previous frame s̃ℓ−1 and at the end with
N−1 zeros. This padded vector is then convolved with the FIR hℓ

from the current frame ℓ, which is denoted as:

s̃
w
ℓ (m) =

N−1
∑

ν=0

s̃′(m− ν) · hℓ(ν), (8)

1δ(0)=1 and δ(n)=0 if n 6=0.

where m∈{0, . . . , 2N−2} and s̃′(µ) is taken from
(

s̃ℓ−1(1), . . . ,

s̃ℓ−1(N−1), s̃ℓ(0), . . . , s̃ℓ(N−1)
)

with indices µ∈{−N+1, . . . ,
N−1}. This convolution is also illustrated in detail in the right part
of Figure 3. Note that the resulting s̃w

ℓ has a length of 2N−1.
Then, the error between the reconstructed weighted speech

frame ŝw
ℓ and the original weighted speech frame s̃w

ℓ is overlap-
added. Finally, the ℓ2-norm of the overlap-added error forms the
loss function

Jℓ(ŝℓ, s̃ℓ) = ‖OLA
(

(ŝℓ − s̃ℓ) ∗ hℓ

)

‖22 , (9)

which is then to be minimized. Note that OLA() stands for the
overlap-add operation, where the first N−1 samples of frame ℓ are
added to the last N−1 samples of frame ℓ−1. The computation
of ‖ · ‖22 is then only done over the N samples which are readily
reconstructed by overlap-add.

5. EXPERIMENTS

We investigate the impact of primal-dual networks on speech using
a dataset of 720 sentences from the IEEE corpus [22] consisting of
male speech and sampled at 16 kHz. From these signals, 70% (i.e.,
504 signals) are used as training set, 15% (i.e., 108 signals, disjoint
speakers) are reserved as development set, and another 15% serve as
test set (again disjoint speakers) which we use for a comparison with
the reconstruction approach proposed in [5] (in Figure 4 referenced
as Chambolle-Pock [5]). To that end, we train primal-dual networks
with different numbers K of stacked network blocks (5a)–(5b) and
compare these to Chambolle-Pock [5] with equations (3a)–(3c) using
K iterations. Note that, due to the previously performed change of
variables, the reconstructed speech in both cases, is obtained frame-

wise as ŝℓ := e
(K)
ℓ + sℓ.

To make the trained networks principally usable for realtime ap-
plications, the original and quantized signals are split into frames
using a rectangular window function as described above. We sub-
divide all 504 signals in the training set this way and end up with
m = 66628 training examples. In order to learn the network param-
eters, we experiment with two different loss functions. On the one
hand, we use the mean squared error (MSE)

Jℓ(ŝℓ, s̃ℓ) = ‖ŝℓ − s̃ℓ‖
2
2/N , (10)
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Fig. 4: PESQ and SNR results.

and on the other hand, we use the weighting filter-based loss (9) intro-
duced in Section 4. All experiments were conducted on an NVIDIA
GeForce R© GTX 1080 Ti GPU using TensorFlowTM1.5.0. To mini-
mize the respective overall losses

J(K, σ, τ ) =
1

m

m
∑

ℓ=1

Jℓ(ŝℓ, s̃ℓ) (11)

with respect to K, σ and τ , we perform 3000 epochs of stochastic
gradient descent using Adam [23] with learning rate 10−4 and all
other parameters set to standard values. When using MSE loss, we
draw random batches of size 128, whereas one batch comprises all
frames associated with a single full signal in case we use the weight-
ing filter-based loss.

Figure 4 illustrates our experimental results. We compare our
trained networks against (3a)–(3c) (Chambolle-Pock, [5]) in terms
of the Perceptual Evaluation of Speech Quality (PESQ) [24,25] mea-
sure (mean opinion score (MOS) listening quality objective (LQO))
and in terms of the signal-to-noise ratio (SNR). To that end, we train
10 different networks for K ∈ {1, . . . , 10} for each of the two uti-
lized loss functions and each of the quantization bitrates 4, 5 and 6
bit/sample. Our results show that the primal-dual networks trained
with MSE loss are best in terms of the yielded SNR (which is not sur-
prising due to the close connection between MSE and SNR), closely
followed by the networks trained with weighting filter-based loss.
Both yield clearly better SNR results than Chambolle-Pock for all
considered bitrates. The situation changes when we consider the
PESQ measure. Here, the networks trained with weighting filter-
based loss are best for small K, especially in case of small bitrates,
while Chambolle-Pock can yield better PESQ values for some larger

values of K and bitrates 5 and 6 bit/sample. One important obser-
vation is that the results for primal-dual networks seem to be almost
independent of K, i.e., best results are already obtained when using
only one primal-dual block, which is clearly favorable in terms of
realtime applicability of the trained networks.

6. CONCLUSION

In this paper, we have proposed to unroll the iterative optimization
procedure proposed in [5] for the purpose of speech dequatization in
terms of a closely related neural network architecture called primal-
dual networks which was proposed in [14]. Moreover, a perceptual
loss function for training of the neural network is designed by apply-
ing the weighting filter from speech coding. The simulations show
that primal-dual networks applied to the task of speech dequantiza-
tion can outperform the iterative procedure [5] especially for bitrates
4 and 5 bit/sample in terms of the PESQ measure, while they lead to
throughout better results in terms of SNR.
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