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ABSTRACT

Many speech enhancement algorithms have been proposed
over the years and it has been shown that deep neural net-
works can lead to significant improvements. These algo-
rithms, however, have not been validated for hearing-impaired
listeners. Additionally, these algorithms are often evaluated
under a limited range of signal-to-noise ratios (SNR). Here,
we construct a diverse speech dataset with a broad range
of SNRs and noises. Several enhancement algorithms are
compared under both normal-hearing and simulated hearing-
impaired conditions, where the perceptual evaluation of
speech quality (PESQ) and hearing-aid speech quality in-
dex (HASQI) are used as objective metrics. The impact
of the data’s frequency scale (Mel versus linear) on perfor-
mance is also evaluated. Results show that a long short-term
memory (LSTM) network with data in the Mel-frequency
domain yields the best performance for PESQ, and a Bidi-
rectional LSTM network with data in the linear frequency
scale performs the best in hearing-impaired settings. The
Mel-frequency scale results in improved PESQ scores, but
reduced HASQI scores.

Index Terms— speech enhancement, hearing loss, deep
neural networks, long short-term memory

1. INTRODUCTION

Speech degradation in the presence of noise is a common
problem for individuals, especially for people with hear-
ing impairments [1]. A plethora of speech enhancement
algorithms have been proposed for improving speech intelli-
gibility and perceived speech quality in noisy environments,
including those based on statistical-model [2], non-negative
matrix factorization (NMF) [3–6], deep neural networks
(DNNs), and recurrent neural networks (RNNs) [7–10].
Recent DNN- and RNN-based speech enhancement algo-
rithms have shown superior performance over traditional
approaches, but there has been a lack of parallel compar-
isons amongst these algorithms. A previous study by Hu
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and Loizou [11] provides an overview of the relative perfor-
mance of different speech enhancement algorithms, but many
of the algorithms are no longer considered, largely due to
the rise of DNN-based approaches. In many recent studies,
speech materials and background noises are limited, and only
a narrow range of signal-to-noise ratios (SNRs) are used.
One goal of the current study is to compare many traditional
and newly-emerged speech enhancement algorithms, using a
large database that contains diverse mixtures of speech and
background noise under a broad range of SNRs.

A second goal of this study is to evaluate the performance
of these algorithms for people with hearing impairments.
Hearing loss affects tens of millions of individuals in the
United States [12], and it is highly prevalent among older
adults [13]. Approximately one in three people in the United
States between 65 and 74 years of age live with a hearing
impairment. In contrast, most previous studies evaluated
speech-enhancement outcomes using metrics developed for
healthy young adults, such as the widely-adopted percep-
tual evaluation of speech quality (PESQ) [14]. It is not
clear whether the findings using these metrics hold for the
hearing-impaired population. It is crucial to evaluate speech
enhancement algorithms for hearing-impaired listeners in
order to generalize laboratory results to real-world appli-
cations involving listeners of all ages. The current study
includes evaluations using the hearing-aid speech quality
index (HASQI) [15], to quantify how speech enhancement
algorithms impact those with hearing loss. Its important to
note that HASQI’s computations resemble the processing per-
formed by normal and impaired auditory systems. Compared
to PESQ, HASQI is more adept at predicting the perceived
speech quality ratings that are provided by hearing-impaired
listeners that use hearing aids [16, 17].

In the current study, the performance of various speech
enhancement algorithms are compared using both PESQ and
HASQI. These algorithms include one NMF-based approach
[4] that serves as a strong baseline model, two DNN-based ap-
proaches [7,8] that perform well for normal-hearing listeners,
and two RNN-based approaches [9, 10], which determine the
impact that recurrent structures have on speech enhancement
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for the hearing impaired. Meanwhile, the impact of the fre-
quency scale (Mel versus linear) on the input and output data
is also investigated in our study, since studies have used differ-
ent frequency scales without performing direct comparisons.
Hence, its impact on normal-hearing and hearing-impaired
listeners is not fully understood. The evaluations of speech
quality using HASQI are separately conducted for different
genders and age groups according to the typical trajectories
of age-related hearing loss for female and male listeners.

The rest of this paper is organized as follows. Section 2
introduces the speech enhancement algorithms that are inves-
tigated. A detailed experimental setup is given in Section 3.
Results are provided in Section 4. Finally, conclusions are
given in Section 5.

2. SPEECH ENHANCEMENT ALGORITHMS

2.1. Active-set Newton algorithm

NMF is an efficient method for extracting target signals from
mixtures and it is widely used for speech enhancement and
other applications [18]. As an extension of NMF, the active-
set Newton algorithm (ASNA) [4,5] is expressed as x̂ = Bw,
where x̂ is the target speech signal, B is the trained speech
dictionary and w represents the activation weights. ASNA
applies the Newton method to update the weights more effi-
ciently than other NMF approaches, and it has been shown to
outperform them in different environments. It will serve as
the baseline model for this study. Parameters match those of
the original study.

2.2. DNN-based ideal ratio mask estimation

A DNN-based method that estimates the ideal ratio mask
(IRM) in the time-frequency (TF) domain is included in
our study, since it shows performance advantages over other
DNN-based training targets [7]. The IRM is defined as

Mrm
t,f = |st,f | /(|st,f |+ |nt,f |) (1)

where |st,f | represents the magnitude response of the clean
speech signal and |nt,f | is the magnitude response of the noise
signal at time t and frequency f .

As mentioned in [7], this DNN-IRM network has three
hidden layers with 1024 units each. The rectified linear
(ReLU) [19] activation function is applied to the hidden lay-
ers and a linear activation function is applied to the output
layer. A set of complementary features [7] are used as the
input to the network. The window size is set to 40 ms with
a step size of 20 ms. We use adaptive gradient descent as
the optimizer, with a mini-batch size of 512, and maximum
epoch number of 80. The mean square error is used as the
cost function. The output of the network is an estimated IRM
in the linear frequency scale. To investigate the impact of
frequency scales (linear or Mel), a Mel-frequency (100-bin)

domain implementation is also investigated in our study. A
signal can be converted between the linear and Mel-frequency
scales using the following transformations

|sMel
t,f | = B|st,f |, |siMel

t,f | = BT |sMel
t,f | (2)

where |sMel
t,f | is the Mel-domain signal and |siMel

t,f | is the lin-
ear scale signal after an inverse-Mel transformation. B repre-
sents a matrix of weights to combine short-time Fourier trans-
form (STFT) bins into Mel bins, and BT represents the trans-
pose ofB. Note that Mel-transformation is a lossy process, so
some information from the original spectrogram will be lost
during reconstruction.

2.3. DNN-based complex ideal ratio mask estimation

The authors in [8] propose a network that estimates the com-
plex ideal ratio mask (cIRM) in the TF domain. This enables
the DNN to predict the phase response in addition to the mag-
nitude response. We include this method, since it is shown to
outperform other training targets in objective and subjective
evaluations, but the importance of phase for the hearing im-
paired is not well understood. The cIRM is defined as

M crm
t,f =

|st,f |
|yt,f |

cos(θt,f ) + j
|st,f |
|yt,f |

sin(θt,f ) (3)

where |yt,f | represents the magnitude response of the noisy
speech, j indicates a imaginary number, and θt,f = θst,f −
θyt,f , e.g., the phase difference between the speech and noisy
speech. The cIRM is predicted with a network that has three
hidden layers with 1024 units each. All hidden layers use
ReLU activation functions. The output layer uses a linear ac-
tivation function. Other parameters for this network are the
same as the ones for the DNN-IRM. A Mel-frequency domain
implementation is also included, which has not been previ-
ousely done for the cIRM.

2.4. LSTM-based ideal ratio mask estimation

Long short-term memory (LSTM) is a special type of RNN,
which solves the problem of exploding and vanishing gradi-
ent of traditional RNNs [20]. The recurrent structure within
LSTM networks makes it powerful in time series prediction,
such as problems dealing with stock price prediction, speech
recognition, and speech enhancement.

We implement the LSTM network architecture described
in [9], since it shows impressive performance on speech en-
hancement tasks. The network has two LSTM layers with
256 nodes in each layer, followed by a third sigmoidal layer.
It takes 100-bin log-Mel magnitude spectrograms as input and
predicts an IRM for the clean speech signal in the Mel scale.
During training, the window size is set to 25 ms with a hop
size of 10 ms. Mask approximation (MA) [9] is used as the
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cost function and it is defined as

EMA (Mpred) =
∑
t,f

(Mtrue −Mpred)
2 (4)

where Mpred is the predicted mask and Mtrue is the IRM.
Note that the previously mentioned DNN approaches also use
a mask approximation cost function. The network is trained
with time steps of 100, a mini-batch size of 25 sequences,
and a maximum epoch number of 100. RMSprop is applied
as the optimizer, since its been proven as a good choice for
RNNs [21]. We further trained and tested this LSTM struc-
ture using inputs and outputs in the linear frequency scale for
comparison.

2.5. Bidirectional LSTM-based Phase-sensitive Mask es-
timation

A bidirectional-LSTM (BLSTM) is a LSTM network that
considers ’memory’ in both directions (i.e., past series and
future series). To investigate the influence of this memory
difference, a BLSTM architecture developed by Erdogan et
al. [10] is investigated in this study. The BLSTM estimates a
Mel-domain phase-sensitive mask (PSM) that is defined as

Mpsm
t,f =

|st,f |
|yt,f |

cos(θt,f ). (5)

The PSM is truncated between 0 and 1. A phase-sensitive
spectrum approximation (PSA) is used as the cost function,
since it leads to significant improvements over the mask-
based cost function [10]. This is defined as

EPSA (Mpred) =
∑
t,f

(Mtrue|yt,f | −Mpred|yt,f |)2 (6)

where Mtrue is the ideal PSM and Mpred is the estimated
one. The network has two BLSTM layers with 256 nodes in
each layer. Other settings are identical to the LSTM method.
A linear frequency domain implementation of the BLSTM is
also included for comparison.

3. EXPERIMENTAL SETUP

3.1. Material

Utterances from three speech corpora are combined, in order
to investigate the performance of the above-described algo-
rithms on diverse speech materials. The speech data includes
1440 IEEE utterances [22] for both male and female speak-
ers, 250 male-speech utterances from the Hearing in Noise
Test (HINT) corpus [23] and 2342 male and female utterances
from the TIMIT database [24]. This results in a total of 4032
clean speech utterances, where 2822 (70%) of them are used
for the training set and 605 (15%) are used for both the test-
ing and development sets. The clean utterances are further

Table 1: Hearing thresholds (dB HL) of male (M) and female
(F) subjects across different age groups.

Age Group Frequency (Hz)
250 500 1000 2000 4000 6000

50-59 M 12.3 12.6 16.4 30.4 55.1 57.5
50-59 F 11.6 10.9 10.4 13.2 21.1 27.4
60-69 M 14.8 14.8 17.7 29.9 58.3 64.5
60-69 F 15.1 14.9 14.7 19.5 29.8 40.0
70-79 M 18.3 19.1 24.7 40.4 66.1 72.1
70-79 F 20.7 21.3 23.1 30.1 41.5 51.4
80+ M 28.0 31.2 38.3 49.6 67.5 76.7
80+ F 29.9 30.9 31.7 42.4 54.3 64.1

corrupted by four types of noises at different levels, includ-
ing airplane, babble, dog barking, and train noises. Noises
are extracted from the Azbio [25] and ESC-50 datasets [26].
The clean speech and noise are mixed at several SNRs rang-
ing from -5 dB to 20 dB with a step of 5 dB. All speech and
noise signals are downsampled to a 16 kHz sampling rate be-
fore mixing. In total, the training set contains 16932 mixtures
for each noise type. The development and testing sets consist
of 3630 mixtures.

3.2. Objective metrics

We use PESQ as the objective speech quality metric for sim-
ulating evaluations by normal-hearing listeners. It was origi-
nally designed for evaluating speech signals that are transmit-
ted over telephone lines, (see the ITU-T P.862 [14]), but it has
been shown to have strong correlations with subjective eval-
uations by individuals with normal hearing [27]. It predicts
a mean opinion scores (MOS) that ranges from -0.5 (bad) to
4.5 (excellent). It accomplishes this by comparing a signal of
interest to a reference clean speech signal.

HASQI, which is a newer metric, captures the noise
effects, nonlinear distortions, linear filtering and spectral
changes between two signals in order to resemble the pro-
cessing that is performed by normal and impaired auditory
systems. HASQI even achieves comparable performance to
PESQ for normal-hearing based evaluations [16]. HASQI
requires audiometric thresholds as a function of frequency
to model the hearing loss of hearing-impaired individuals.
Audiometric characteristics of various age groups for typical
females (based on 936 listeners) and males (based on 756
listeners) [13] are implemented within HASQI under differ-
ent testing conditions. The average audiometric thresholds
used in these conditions are summarized in Table 1. Higher
audiometric thresholds (in dB HL) indicate a greater degree
of hearing loss. High-frequency hearing loss is typical among
older adults. The severity of hearing loss grows with age and
is greater for male listeners.

The clean reference signals are spectrally shaped to com-
pensate for hearing loss before they are passed through the
impaired auditory model in HASQI for comparison. A stan-
dard formula for hearing-aid fitting [28] is used to determine
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Table 2: PESQ scores for speech enhancement algorithms at
each SNR. Bold font indicates the highest score.

Input SNR (dB)
-5 0 5 10 15 20 Avg.

Mixture 1.55 1.84 2.14 2.42 2.69 2.97 2.27
ASNA 1.68 1.97 2.25 2.53 2.80 3.06 2.38
D-IRM 1.67 1.97 2.28 2.58 2.86 3.13 2.42
D-cIRM 1.74 2.07 2.40 2.71 2.98 3.22 2.52
L-IRM 1.84 2.17 2.48 2.77 3.03 3.26 2.59
BL-PSM 1.87 2.22 2.53 2.80 3.05 3.27 2.63
D-MIRM 1.75 2.04 2.33 2.62 2.90 3.15 2.47
D-McIRM 1.84 2.15 2.46 2.75 3.02 3.25 2.58
L-MIRM 1.91 2.23 2.52 2.80 3.06 3.28 2.63
BL-MPSM 1.88 2.19 2.47 2.74 2.99 3.23 2.58

the amount of amplification in each frequency region. There-
fore, the predicted speech quality [between 0 (poorest) and 1
(perfect)] simulates the rating given by hearing-impaired peo-
ple without hearing aids.

4. RESULTS

4.1. Normal-hearing evaluation results

Table 2 lists the PESQ scores for the original mixtures without
enhancement, as well as the enhanced signals that are out-
putted by the speech enhancement algorithms. We show the
PESQ scores averaged across the four noises for brevity. D-
IRM and D-cIRM represent the DNN-based IRM and cIRM
approaches, respectively. L-IRM and BL-PSM represent
LSTM and BLSTM structures with IRM and PSM training
targets, respectively. D-MIRM, D-McIRM, L-MIRM, BL-
MPSM indicate the structures in the Mel-frequency domain.

All these algorithms improve the quality of the noisy mix-
tures according to the PESQ scores. Deep learning algo-
rithms also significantly outperform the NMF-based ASNA
approach, which is consistent with results from [7–9]. At the
lower SNRs (i.e., -5 and 0 dB), the LSTM Mel-scale method
performs the best. In SNRs from 5 to 10 dB, the BLSTM
linear-scale approach performs better than other deep learn-
ing methods. While at higher SNRs (i.e., 15 and 20 dB), the
LSTM Mel-scale method performs the best. Averaging across
the SNRs, the LSTM Mel-scale method slightly outperforms
the other algorithms. Mel-frequency domain processing of-
ten leads to improved performance for both DNN- and RNN-
based structures. RNN-based structures perform better than
conventional DNN-based methods, but we attribute this to
LSTM’s advantages of dealing with time series data and solv-
ing the problem for vanishing gradients [20] in RNNs.

4.2. Hearing-impaired evaluation results

Tables 3 provides the HASQI scores for various hearing loss
conditions, averaged over all noises and genders for brevity.
In general, most algorithms show improvement in speech
quality for hearing-impaired listeners. Moreover, the amount

Table 3: HASQI scores (averaged across genders) for speech
enhancement algorithms across noise conditions and SNRs.

Age Groups
50-59 60-69 70-79 80+ Avg.

Mixture 0.336 0.336 0.305 0.270 0.312
ASNA 0.354 0.353 0.320 0.284 0.328
D-IRM 0.377 0.375 0.341 0.298 0.348
D-cIRM 0.370 0.367 0.331 0.284 0.338
L-IRM 0.415 0.407 0.362 0.306 0.372
BL-PSM 0.421 0.413 0.368 0.310 0.378
D-MIRM 0.252 0.250 0.228 0.209 0.235
D-McIRM 0.285 0.284 0.262 0.239 0.268
L-MIRM 0.312 0.308 0.281 0.251 0.288
BL-MPSM 0.299 0.296 0.274 0.250 0.280

of improvement decreases with increasing age, which is ex-
pected since these are the more challenging cases. Among
the speech enhancement algorithms, the BL-PSM linear-scale
method performs the best across all age groups, but its results
are almost identical to L-IRM. Within the DNN-based ap-
proaches, the IRM linear-scale approach and cIRM approach
perform similarly (linear and Mel scale).

Surprisingly, we notice that for the DNN- and RNN-
based methods, the Mel-domain processing results in reduced
HASQI scores as compared to the linear-frequency domain
approaches. This is contrary to the PESQ results, where the
Mel-domain processing usually improves speech quality. We
infer that this may result from the deteriorated frequency
resolution of the enhanced signals following the Mel-domain
transformation, especially at higher frequencies. PESQ is
unaffected by this, since it assesses the speech quality on a
narrower frequency range (3.1 kHz) [14] than HASQI (12
kHz) does [15].

5. CONCLUSIONS AND FUTURE WORK

We investigate the performance of several speech enhance-
ment algorithms on a diverse speech dataset, with a partic-
ular interest in simulated hearing loss environments. The
RNN-based methods result in significantly higher PESQ and
HASQI scores for normal-hearing listeners. For hearing-
impaired listeners, the BLSTM method achieves the best per-
formance in all age groups for both genders. We also found
that for both DNN- and RNN-based methods, Mel-frequency
domain processing can often lead to improved PESQ scores,
but reduced HASQI scores. Future studies that include sub-
jective evaluations are warranted to confirm the performance
of these algorithms for normal and hearing-impaired listeners.
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