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ABSTRACT

The performance of Automatic Speech Recognition (ASR)
systems is often measured using Word Error Rates (WER)
which requires time-consuming and expensive manually tran-
scribed data. In this paper, we use state-of-the-art ASR sys-
tems based on Deep Neural Networks (DNN) and propose
a novel framework which uses “Dropout” at the test time to
model uncertainty in prediction hypotheses. We systemati-
cally exploit this uncertainty to estimate WER without the
need for explicit transcriptions. In addition, we show that
the predictive uncertainty can also be used to accurately lo-
calize the errors made by the ASR system. We study the per-
formance of our approach on Switchboard database where it
predicts WER accurately within a range of 2.6% and 5.0%
for HMM-DNN and Connectionist Temporal Classification
(CTC) ASR systems, respectively.

Index Terms— dropout uncertainty, WER estimation,
word confidence, error localization

1. INTRODUCTION

Dropout-based training [1] of Deep Neural Network (DNN)
acoustic models is a standard regularization technique often
used to improve generalization properties (hence robustness)
of state-of-the-art ASR systems. While dropout is typically
used during training to prevent overfitting of DNNs, it was
recently shown in [2] that dropout during inference can also
provide a way to compute the model’s uncertainty on its pre-
dictions. Computing the prediction uncertainty of a DNN
model using Monte Carlo sampling with dropout has been
successfully used not only to characterize model errors but
also to improve the system performance in various applica-
tions [2, 3, 4, 5]. The present work is a novel attempt to study
the usage and utility of dropout uncertainty in the context of
automatic speech recognition (ASR) systems and explore its
implications, including its potential use in semi-supervised
training and/or adaptation of DNN-based ASR systems.

ASR systems have made rapid progress in recent years,
leading to various applications across multiple domains.
Thus, it is of utmost importance to quickly and reliably
estimate the accuracy as well as the errors made by an ASR
system. Typically, the Word Error Rate (WER) metric is used

as a straightforward way to evaluate and compare the per-
formance of ASR systems. Word errors are typically caused
by the inputs which are noisy or exhibit a mismatch with the
training conditions. Such inputs also lead to a higher pre-
dictive uncertainty of the ASR model which is an indication
of potential speech recognition errors. Therefore, this work
proposes to exploit dropout-based uncertainty to predict the
errors made by ASR. Specifically, we focus on analyzing how
confident or uncertain the acoustic modeling component is in
making a prediction about the input acoustic evidence.

Given an already trained DNN-based acoustic model, we
can employ the dropout mechanism during inference for com-
puting the frame-level state posteriors (or data likelihoods) for
the test speech utterances. These posteriors can then be used
to generate a decoding lattice which can output a hypothesis
word sequence for the test utterance. If this process is re-
peated for the same test utterance multiple times, the acoustic
model will predict different posterior probability outputs for
the same acoustic input due to a different random selection
of the active neurons. As shown in [2], this process leads to
a Bayesian inference over the acoustic model weights. The
acoustic model uncertainty about a test utterance is therefore
reflected in the variations observed in the predicted hypothe-
ses for each Monte Carlo sample. As discussed in Sections 2
and 3, the variations in different decoded hypotheses for any
utterance are often highly localized at certain word positions
and depict locations where the ASR decoding might be in-
accurate. We capitalize on these localized uncertainties in
the predicted ASR hypotheses to estimate the WER of our
speech recognition systems without the need of comparing
them against the oracle transcriptions.

In prior research, a prominent method for quantifying
ASR uncertainty has been in terms of computing lattice-based
confidence measures. The posterior probability of a recog-
nized word can be estimated from a word lattice [6, 7, 8]
or a word confusion network [9, 8] without any additional
training. However, these confidence measures do not specif-
ically exploit the uncertainty of the acoustic model as the
predictions made by acoustic model are static (point esti-
mates). Many classifier-based approaches have also been
proposed to detect errors in ASR output, for example, condi-
tional random fields (CRFs) [10, 11, 12], feedforward neural
networks [13, 14, 15, 16] and recurrent neural networks
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(RNNs) [17]. The classifier-based approaches show good
performance in detecting error as well as in WER estima-
tion. However, training the classifier and preparing the train-
ing data are time-consuming. In comparison, the proposed
dropout uncertainty approach does not require any additional
model training step.

The contribution of this work is twofold. First, we system-
atically show that the localized uncertainties in the hypotheses
generated by dropout sampled acoustic models are highly cor-
related with the actual word errors. Second, we use this ob-
servation to predict the WER, as well as to localize the errors
made by various ASR systems. Specifically, we experiment
with HMM-DNN and Connectionist Temporal Classification
(CTC) acoustic models and provide experimental analysis on
Switchboard database.

The remainder of this paper is organized as follows: in
Section 2, we briefly discuss the proposed method for WER
estimation. In Section 3, experimental setup is described. Re-
sults and analysis are provided in Section 4. Finally, Section 5
concludes the paper.

2. OUR METHOD

In this section, we explain our dropout uncertainty based ap-
proach to (1) estimate WERs without using oracle transcrip-
tions and (2) localize errors in the decoded ASR hypotheses.
Unlike previous approaches, the proposed method does not
require a lattice N-best list or a dedicated DNN to predict
word-level confidences. We only exploit the uncertainty in
the output of the acoustic models through the Monte Carlo
sampling of the neural networks using dropout at the test time.

For each utterance, we forward-pass it N times through
a dropout enabled neural network acoustic model. Each of
the N acoustic model outputs is then processed though the
decoding pipeline to generate N dropout-hypotheses. Sepa-
rately, we also obtain a hypothesis by keeping the dropout off
during test time, as is done traditionally. The resulting N + 1
hypotheses are then used to get an estimate of both the WER
and the word-level confidences for the given utterance.

Figure 1 below shows an example where an utterance is
decoded N = 4 times with dropout turned on. Here Doff
refers to the decoded output with dropout turned off and D1

on-
D4

on refers to the decoded output with dropout on. GT refers
to the ground truth transcript and Cw is the word level esti-
mated confidence. The blue boxes refer to the errors between
the Doff case and GT which are used in the traditional WER
computation. The red and green boxes show the word po-
sitions where D1

on-D4
on hypotheses disagree with each other.

The differences in decoded hypotheses is due to the acous-
tic model’s uncertainty in predicting the posterior probabili-
ties for acoustic features in certain regions of the utterance.
For the utterance shown below, we observe that two uncertain
word positions actually overlap with the mismatches between
Doff and GT (true positive detections), one uncertainty is a

false positive and one mismatch is not detected.

Fig.1 Predicting ASR errors using dropout uncertainty.

Doff : i i agree with the a hundred percent there or
GT : i say agree with you a hundred percent there

*********************************************
D1

on : i i agree with you a hundred percent there
D2

on : yes i agree with the a hundred percent there
D3

on : i i agree with you a hundred percent there or
D4

on : yes i agree with the a hundred percent there
Cw : 0.5 1 1 1 0.5 1 1 1 1 0.25
True Positive False Positive Missed Detection

2.1. Word Error Rate Estimation

For WER estimation of an utterance i,
(
N
2

)
pairwise edit dis-

tances between all theN hypotheses are calculated and sorted
in descending order. The mean edit distance, iEµ, is obtained
as the mean of the top-K edit distances, where K is the hyper-
parameter tuned on the development data. Similarly, we then
obtain the mean length, iLµ, of the decoding corresponding
to the top-K edit distances. The WER for the utterance is then
estimated as the ratio of iEµ and iLµ. Let D denote the whole
dataset with |D| utterances, then the WER of this dataset is
calculated as the ratio of total mean edit distances and total
mean lengths summed over all the utterances.

Let ikE and i
kL denote the top-K edit distances and corre-

sponding lengths for the utterance i. The WER for the utter-
ance i is given by:

iEµ =

∑K
j=1

i
kEj

K
(1)

iLµ =

∑K
j=1

i
kLj

K
(2)

iWER =
iEµ
iLµ

(3)

WERdata =

∑|D|
i=1

iEµ∑|D|
i=1

iLµ
(4)

2.2. Error Localization Using Word-Level Confidence

In addition to estimating WER, we can also exploit dropout
uncertainty to localize the errors in ASR. To achieve this,
we propose a method that relies on computing the word-level
confidences of the ASR hypotheses i.e. the Doff case. Word
confidences represent the word-by-word reliability of theDoff
decoding. If the confidence Cw of a word w in the decoding
Doff is less than a pre-defined threshold τ , our system pre-
dicts a potential location of error. If the predicted error lo-
cations are the same as the mismatch positions between Doff
and ground truth transcriptionGT , we can claim that the error
localization is accurate. Our error localization method then
works as follows.
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To estimate the word level confidences, we first align the
N dropout turned-on hypotheses {Di

on}Ni=1 against the hy-
potheses with the dropout turned-off Doff. Then, for each
word, we use the mean agreement between all the hypothe-
ses to estimate its confidence. Formally, for an utterance, the
confidence for its wth word in ASR decoding Doff is given by

Cw =

∑N
k=1 I(D

k
on[w] = Doff[w])

N
(5)

where Dk
on[w] and Doff[w] denote wth words in decoding Dk

on

and Doff respectively and function I()̇ is the indicator func-
tion. The confidencesCw lie in the range [0, 1] and we predict
an error location wherever Cw is lower than a threshold τ .

To evaluate the efficacy of our error localization method,
we use an “Intersection over Union” (IoU) metric where “In-
tersection” refers to the intersection between the true errors
and the predicted errors and “Union” refers to the set union of
the true errors and predicted errors. Note that true errors refer
to mismatches between Doff and GT . IoU lies in the range
[0, 1] and is highest when the predicted errors exactly match
the true errors. It penalizes for both false negatives (when a
true error is not detected) and false positives (when a correct
word is predicted as an error). In the example presented in
Figure 1, if τ = 0.6, there are 3 error locations, their intersec-
tion with true error locations is 2 and the union is 4. Hence,
the IoU will be 0.5. Similarly, if τ = 0.4, the IoU will be 0.33
(intersection=1, union=3). In this work, we use the mean of
the IoU over all the sentences as the indicator of localization
performance.

3. EXPERIMENTAL ANALYSIS

3.1. Dataset

We evaluate our dropout uncertainty-based WER estima-
tion approach on Switchboard database [18]. A 110h subset
train 100k of the actual 300h training data is used for training
the acoustic models. We tune the hyperparameters K and
τ for better WER estimation on a 11.5h subset dev taken
from the rest of the training data. Finally, we evaluate our
approach on a test subset which has 8.4h of speech. We
ensure that there are no common speakers in our data par-
titions. As used in [19], the train 100k subset contains the
first 100k utterances of the actual training data and is used for
a faster turnaround time. Nevertheless, preliminary results
have also shown the validity of our approach on the complete
Switchboard dataset.

3.2. ASR Models

Two different acoustic models are used in the evaluation,
namely DNN-HMM and CTC-based model. We use the
Kaldi [20] nnet1 recipe for training a feedforward DNN-
HMM ASR system. Kaldi tri4 setup based on LDA+MLLT+

SAT system is used for generating senone alignments (8564
units) and fMLLR transformed MFCC features (1320 di-
mensional, after appending delta features and context of 11).
DNN acoustic model has 6 hidden layers having 2048 neu-
rons each. We set a dropout rate of 0.2 for all hidden layers
during training and the same is used during testing.

The phoneme-based CTC model is trained in Pytorch
using Baidu’s CTC implementation for Deepspeech 2 [21].
It has 4 layers of Bidirectional Long Short-Term Memory
(BLSTM), with 320 cells in each layer and direction. we use
40-dimensional log-mel filterbank coefficients as acoustic
features together with their first and second-order derivatives.
Dropout was applied for all BLSTM layers. The dropout
rate was set to 0.2. A trigram LM is used for decoding for
both DNN-HMM and CTC models and no further LM-based
rescoring of lattices is done.

To compute the oracle WERs, we use the basic scoring
script compute-wer provided with Kaldi instead of NIST
sclite tool which involves text normalization. Although the
oracle WERs computed this way are usually high, they pose
as a more suitable ground truth to compare with the estimated
WERs using our approach.

3.3. Baseline Systems and Hyper-parameters

As a baseline for WER estimation, we replace theN dropout-
on hypotheses by the N-best hypotheses of the decoding lat-
tice and use (1)-(4) to estimate WER.

Similarly, for word error localization baseline, we use the
N-best list hypotheses in equation 5 to estimate word confi-
dences. Another baseline based on [22] evaluates the word-
level confidences from word posterior probabilities computed
using forward-backward likelihood computation on a lattice.

ASR Model Dropout N-best list MBR

N K τ N K τ τ
DNN-HMM 100 5 1.0 60 542 0.8 0.9

CTC 24 119 0.9 60 530 0.8 0.9

Table 1. Hyperparameter values tuned on dev set.

3.4. Word Error Rate Estimation

ASR
System

S.L
[1-3]

S.L
[4-6]

S.L
[7-10]

S.L
[11-Max]

S.L
[1-Max(All)]

DNN-test-Gt 35.5 28.8 25.1 22.3 23.3
DNN-test-Dr 33.2 31.0 25.2 21.5 22.7

DNN-test-Nb 73.6 42.1 30.2 13.7 19.7

CTC-test-Gt 30.6 31.2 25.3 23.3 24.0

CTC-test-Dr 34.4 35.5 29.7 23.9 25.2
CTC-test-Nb 93.1 49.0 34.3 15.9 22.7

Table 2. Results on estimating WER using dropout uncer-
tainty. Dr refers to dropout based estimation, Nb refers to N-
best list based estimation, and Gt refers to the Ground truth
WER. S.L. refers to ground truth reference sentence length.
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Table 2 compares the dropout and N-best list based WER
estimation on Switchboard database. Results shown are split
according to the length of the ground truth transcription for
better analysis. We observe that dropout WER estimate is bet-
ter across all ground truth sentence lengths and on both DNN-
HMM and CTC ASR systems. Although the WER estimate
using the N-best list over all the sentences lengths (last col-
umn) is reasonable, it severely overestimates on shorter sen-
tence and underestimates the WER on longer sentences. This
is because each hypotheses in the N-best list is different and
thus, it cannot give a WER of 0. For small length sentences,
this results in overestimation of the WER. For example, if we
consider sentences with only one word in the ground truth, the
n-best list would still contain all different hypotheses result-
ing in a WER >= 100. In contrast to this, dropout outputs
change only at word locations where the acoustic model is
uncertain. Therefore, if the acoustic model’s uncertainty is
very low along the whole utterance being decoded, then it is
possible that each of N hypotheses is identical. As a result, it
does not suffer from the problem of overestimating WER.
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Fig. 2. Comparison between dropout and N-best list based
WER estimation for CTC system. (a) Histogram of absolute
difference between estimated WER and true WER. (b) Corre-
lation between estimated WER and true WER.

Figure 2(a) shows a histogram of the utterance-wise abso-
lute difference between true WER and estimated WER based
on dropout and N-best list. For a perfect estimator, the abso-
lute difference for every sentence will be 0. We notice that
for the dropout-based estimation, the number of utterances
with a very small absolute difference (∼0) is much higher
than those for the N-best list based estimation. For a ran-
domly picked utterance, the dropout-based WER estimate is
much more likely to be close to the true WER than the N-best
list estimation. Figure 2(b) shows the correlation between the
ground truth-based true WER and estimated WER. Each point
on the scatter plot is an utterance. We observe a high corre-
lation for dropout-based estimation (0.75) as compared to the
N-best list based estimation (0.43). This is also evident from
the dropout scatter plot being more dense in the diagonal re-
gion of the plot. As expected from the discussion above, the

estimated WER for N-best list is always greater than 0.

3.5. Error Localization Using Word Confidences

Table 3 shows the performance of word confidence-based
ASR error localization in terms of the IoU metric. We com-
pare the proposed dropout approach against N-best list and
lattice-based word posterior probability based approaches.
We observe that the IoU metric is higher using our dropout
method as compared to both of the lattice-based approaches.
For DNN-HMM as well as CTC-based ASR systems, dropout
achieves an IoU of∼0.6 which depicts that a significant num-
ber of error locations are accurately identified. Note that the
results in Table 3 are averaged over all the utterance lengths.
In our experiments, we noticed that IoU metric can be as high
as ∼0.7-0.8 for very short utterances (≤ 6 words long).

Approach Dropout N-best Lat.Conf.
DNN-dev 0.55 0.45 0.54

DNN-test 0.59 0.50 0.58

CTC-dev 0.56 0.41 0.51
CTC-test 0.61 0.41 0.58

Table 3. Error Localization comparison using IoU metric

4. CONCLUSIONS AND FUTURE WORK

We have proposed a novel way to exploit dropout uncertainty
in context of measuring the performance of DNN-based ASR
systems. We show that the variations in different decoded
hypotheses with dropout are often highly localized at certain
word positions and depict locations where the ASR decoding
might be inaccurate. Experiments on the Switchboard dataset
with 2 different acoustic models show that our approach accu-
rately estimates word error rates and word level confidences
and is more robust to the length of the sentences, compared
to lattice-based approaches. In future, we intend to use word
level predictive uncertainty in the output for model combi-
nation and for semi-supervised and active learning where the
training data from untranscribed data can be picked depend-
ing on the model confidence. While this paper primarily fo-
cused on the DNN-based acoustic model, it is clear that simi-
lar dropout strategies (at test time) could also be used to evalu-
ate the confidence we have in DNN-based Language Models.
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