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ABSTRACT

Speaking rate is an important attribute of the speech signal which
plays a crucial role in the performance of automatic speech process-
ing systems. In this paper, we propose to estimate the speaking rate
by segmenting the speech into syllable-like units using end point de-
tection algorithms which do not require any training and fine-tuning.
Also, there are no predefined constraints on the expected number
of syllabic segments. The acoustic subword units are obtained only
from speech signal to estimate the speaking rate without any require-
ment of transcriptions or phonetic knowledge of the speech data. A
recent theta-rate oscillator based syllabification algorithm is also em-
ployed for speaking rate estimation. The performance is evaluated
on TIMIT corpus and spontaneous speech from Switchboard corpus.
The correlation results are comparable to recent algorithms which
are trained with specific training set and/or make use of the available
transcriptions.

Index Terms— Speaking rate estimation, syllable-like units,
unsupervised segmentation, vowel end point detection

1. INTRODUCTION

The impact of speaking rate has been studied broadly on automatic
speech recognition (ASR). It has been shown that the accuracy of
speech recognition decreases as the speaking rate increases. This
has been attributed to the increased variation in pronunciations [1].
Incomplete articulation in fast speech leads to acoustic mismatch
[2]. In the case of slow speaking rate, factors which affect ASR per-
formance are hyper articulation and intra-syllabic pauses [3]. Fast
speaking rate leads to more substitution and deletion errors whereas
slow speaking rate leads to more insertion errors. Therefore, speak-
ing rate dependent decoding and speaker adaptation techniques have
been proposed to improve the accuracy of ASR [4]. Speaking rate
has also been used as a speaker-specific feature for voice conver-
sion [5]. Several techniques have been proposed in the literature
for speaking rate estimation (SRE). The techniques for SRE can be
broadly classified into acoustic and linguistic methods.

Acoustic methods: These methods estimate the speaking rate di-
rectly from the raw speech waveform. The energy rate or enrate
was proposed for SRE by calculating the first spectral moment of
the energy envelope of speech over short-time windows [6]. enrate
was combined with two different peak picking estimators from the
wideband energy envelope of speech and are averaged to arrive at a
multiple rate estimator or mrate. A method to detect vowels based on
smoothed modified loudness was proposed for SRE [7]. A Gaussian
mixture model (GMM) based online SRE approach was proposed
in [8]. Wang et. al. have proposed to use subband and temporal
correlations to detect syllables for SRE [9]. In the Praat script for

SRE, the intensity peaks supported by intensity dips on either side
are hypothesized as potential syllable nuclei [10]. In [11], convex
cost functions were proposed to estimate temporal density function
from time-frequency representation for SRE.

Lexical methods: Lexical methods define speaking rate in terms
of phone rate or word rate. Phone rate for an utterance is defined as
the ratio of total number of phones to the total duration of phones, es-
sentially, phones per second. The phones are counted after perform-
ing phone recognition [6]. A broad class phone recognizer was used
for SRE [12]. If accurate phone level transcriptions are not avail-
able but correct word level transcriptions are available, then forced
alignment can be performed in order to get phone durations [13]. If
both accurate phone level or word level transcriptions are not avail-
able, then the phonetic segmentation will not be good and will lead
to incorrect information about the number of phones and their corre-
sponding durations. Also, if the availability of data with the ortho-
graphic transcriptions is limited, then the ASR model training will
not be effective, and it, in turn, will affect the SRE. Therefore, in
recent times there is an increased interest in the speech community
towards zero resource approaches which do not require any labeled
data for training or any explicit linguistic knowledge [14].

In this work, we propose a zero resource approach for SRE us-
ing a syllabification algorithm based on vowel end point (VEP) de-
tection. A multiple evidence based approach is used to detect the
VEPs, and the region between two successive VEPs is considered as
a syllable-like unit ofC∗V -type, whereC∗ denotes a non-vowel like
region usually consisting of a single or a group of consonants and V
denotes a single vowel. The number of detected syllable-like units
per second is used quantify the speaking rate. A recent approach
based on theta-rate oscillations [15] to detect boundaries of syllable-
like units was proposed for unsupervised word discovery [16]. This
approach is also used to compare with the proposed approach in the
zero-resource settings. The SRE evaluations are done on TIMIT and
Switchboard corpus in terms of correlation between the actual and
the estimated number of units and the speaking rate.

2. MULTIPLE EVIDENCES FOR VEP DETECTION

The earlier works in SRE defined the speaking rate as the number of
syllables per second or the number of phones per second in a given
segment of speech. A syllable is a subword linguistic unit consisting
usually of a vowel as a nucleus with a preceding onset and a suc-
ceeding coda, both are optional and are generally consonants. Jiao
et al. [11] exploited this almost certain presence of a vowel in a syl-
lable to reformulate the SRE problem as equivalent to estimating
the number of vowels per second in a segment of speech. The au-
thors posed the SRE as a convex optimization problem in which an
optimum weighting function has to be determined for the features
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derived from the speech segment to estimate the number of vowels
per second in that segment. In this work, we use signal processing
methods to detect VEPs which are used as anchor points to identify
the syllable-like units. Unlike the referred work, our approach does
not require any labeled speech data for training.

In this work, we use multiple evidences extracted from the
source and spectral characteristics of the speech signal for accurate
VEP detection. The evidences from the excitation source informa-
tion include zero frequency filtered signal and Hilbert envelope of
linear prediction (LP) residual of speech signal [17], while the evi-
dences from the spectral characteristics include spectral peaks and
modulation spectrum energies [18]. The evidences from the source
and spectral features are finally combined with the evidence from
the Bessel features to arrive at accurate VEP locations. The signif-
icance of these evidences for VEP detection is briefly described in
the following subsections.

2.1. Evidence for VEP from source features [17]

Speech production model is considered to be a time-varying system
excited with quasi-periodic sequence of impulses or noise for voiced
or unvoiced sounds respectively [19]. The change in the nature of
excitation from voiced to unvoiced is an important clue to detect the
VEPs. This excitation source information extracted from the Hilbert
envelope of LP residual and zero-frequency filtered signal has been
exploited to detect the VEPs.

Hilbert envelope of LP residual: It is the magnitude of the com-
plex analytic signal formed from the LP residual [20]. It preserves
the excitation source characteristics and is given by the following
equation -

He(n) =
√
e2(n) + ê2(n) (1)

where e(n) is the LP residual and ê(n) is its Hilbert transform. The
Hilbert envelope is smoothed by retaining the maximum value for
every 5ms with a shift of one sample. The smoothed Hilbert enve-
lope provides evidence for the detection of VEPs.

Zero Frequency Filtered Signal (ZFFS): The ZFFS [21] is ob-
tained by passing the preemphasized speech signal through a cascade
of two ideal zero frequency resonators, and subtracting the trend
from the resulting signal.

ŷ(n) = −
4∑
k=1

cky(n− k) + s(n) − s(n− 1) (2)

ŷ(n) = y[n] − 1

2N + 1

N∑
n=−N

y(n) (3)

where the filter coefficients are c1 = 4, c2 = −6, c3 = 4, c4 = −1.
The average pitch period is used as the window length 2N + 1 for
the trend removal. Since ŷ(n), referred to as ZFFS, is obtained by
passing speech signal though a narrowband filter centered around 0
Hz, it predominantly contains the excitation strength information.

To detect the VEP locations, the points at which there is signifi-
cant change in the excitation information are detected by convolving
from right to left, the Hilbert Envelope of LP residual or ZFFS with a
100 ms length first order Gaussian differentiator (FOGD) with stan-
dard deviation of one sixth of window length. These evidences are
summed up and normalized by the maximum value. The resulting
envelope provides excitation source based evidence for the VEP lo-
cations.
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Fig. 1: A Switchboard utterance with manually marked labels
(black) and labels from Syllabifier-1 (red) and Syllabifier-2 (green).

2.2. Evidence for VEP from spectral features [18]

The vowels are produced by a relatively open and relatively sta-
tionary vocal-tract system compared to the consonants. Hence, the
strength of the formants and rate of change of the spectral content
provides a strong evidence for the detection of the vowels and their
end points.

Spectral Peaks: The shape of the vocal tract which leads to the
production of different vowels can be estimated by selecting a few
largest spectral peaks. Speech signal is windowed into frames of
20 ms with a frame shift of 10 ms. A 256-point discrete Fourier
transform (DFT) is applied to each frame and the sum of ten largest
peaks from the first 128 points is computed. This spectral peak sum
preserves the evidence for VEP detection.

Modulation spectrum: Change in modulation spectrum energy
also corresponds to the vowel end points as it represents change in
slowly varying temporal and frequency components of speech sig-
nal [22]. The VEP evidence is obtained from the modulation spec-
trum by passing the speech signal through a band of 18 critical trape-
zoidal shaped band pass filters in the range of 0-4 kHz. Then, the
amplitude envelope of the signal is computed by half wave rectifi-
cation and low pass filtering at 28 Hz. Thereafter, utterance level
normalization is done for the amplitude envelope in each band by
dividing by its average value. Further, DFT is computed by using a
Hamming window with 250 ms width and 12.5 ms shift to analyze
the modulations of the processed amplitude envelope in the range of
4-16 kHz. Finally, the energies from all the bands in this frequency
range are summed to get the modulation spectrum energy [23]. The
change is further enhanced by computing the slope of the modulation
spectrum energy.

Significant changes in the spectral peak and modulation energy
envelopes provide evidence for VEP detection. Hence, the individ-
ual evidences are convolved with the FOGD operator and added to
enhance the VEPs.

2.3. Evidence for VEP from Bessel features [24]

Schroeder argued that any arbitrary signal can be effectively rep-
resented by using basis functions which resemble the signal it-
self [25]. Speech signal can also be considered to be generated
by an under-damped time-varying all pole system with a periodic
train of impulses or a random noise excitation which produces se-
ries of decaying quasi periodic sinusoids resembling voiced speech
or narrowband signals resembling whispered/unvoiced speech re-
spectively [26]. Bessel basis functions are damped sinusoids with
decaying amplitude and regular zero crossings which makes them
suitable representation for speech signals, and for vowel end point
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detection as well [27]. The k-th order Bessel function is given by

Jk(λ) =

∞∑
r=0

(−1)r

r!Γ(r + k + 1)

(
λ

2

)2r+k

(4)

A speech signal s(t) can be represented in terms of Bessel functions
in the time interval (0, l) as

s(t) =

∞∑
r=1

CrJ0(
λrt

l
), 0 < t < l (5)

where J0(.) represents 0th-order Bessel funtion, Cr are the coeffi-
cients of the Bessel function and λr, r = 1, 2, . . . are the positive
roots of J0(λ) = 0 in the ascending order. Bessel coefficients are
given by

Cr =
2
∫ l
0
ts(t)J0(λrt

l
)

l2[J1(λr)]2
(6)

where J1(.) represents the Bessel function of first order, r =
1, 2, . . . , R, and the order of Bessel function is R. Bessel co-
efficients contain both magnitude and phase information and are
real [28]. The relation between the index of Bessel coefficient r and
the corresponding frequency of the signal fr at which the maximum
peak is achieved can be expressed as

fr =
rfs
2N

(7)

where fs is the sampling frequency and N is the number of samples
in the duration l.

Representation of speech signal in terms of Bessel functions is
effective in enhancing vowel-like regions by considering the appro-
priate range of Bessel coefficients [24]. The signal s(t) can be band-
pass filtered in the discrete range of Bessel coefficients (r1,r2) cor-
responding to the vowel region as computed by (7) using frequency
range of the vowel region.

ŝ(t) =

r2∑
r=r1

CrJ0(
λrt

k
) (8)

The discrete version of the bandpass filtered signal ŝ[n] is consid-
ered an AM-FM signal and its amplitude envelope is extracted us-
ing discrete energy separation algorithm. This amplitude envelope
is smoothed using a moving average filter of 1 ms duration. A 100
ms size FOGD with 10 ms variance is convolved with the smoothed
amplitude envelope from right to left to get the VEP evidence.

Finally, the earlier evidences are combined with the evidences
from the Bessel features in the same manner as previous evidences
were combined. This provides very reliable and stronger VEPs
based on several evidences as described above. The VEPs directly
provide the estimate of the number of vowels and in turn the number
of syllables in a given segment, the syllable-type being C∗V be-
tween consecutive VEPs. This multiple evidence based method for
vowel end point detection is further referred to as Syllabifier-1.

3. DETECTION OF SYLLABLE-LIKE UNITS USING
THETA OSCILLATOR

Recently, an oscillator based on theta-rate neural oscillations in au-
ditory cortex regions of brain was proposed for unsupervised spoken
word discovery [16], which achieved a high word segmentation ac-
curacy on multiple languages. These oscillations coincide well with
the syllabic rate according to the speech perception studies [29].
Therefore, Räsänen et al. [16] proposed a damped harmonic oscil-
lator to model the syllabic rate. The input to the oscillator is the
amplitude envelope of speech and the minima in the amplitude of
the oscillator represent the boundaries of the syllable-like units. The
oscillator is modeled as

f(t) = e(t)− 1

fs
x(t− 2)v(t− 1)− 2π∆f

fs
v(t− 2)f(t− 1) (9)

where, e(t), x(t), v(t), f(t) denote the amplitude envelope of the
speech signal, amplitude, velocity and force of the oscillator, respec-
tively. fs denotes the sampling frequency and ∆f is the bandwidth
of the oscillator which is fixed to 8 Hz for critical damping.

This method was originally proposed for unsupervised word dis-
covery from speech. It is computationally efficient, simple and un-
supervised. The oscillator is tuned to match the rhythm of syllables.
Therefore, in this work we use this method for comparison against
the proposed method for SRE. It is referred to as Syllabifier-2 in the
rest of the paper. Figure 1 shows a Switchboard utterance segmented
into syllable-like units by Syllabifier-1, Syllabifier-2 and the corre-
sponding manual boundaries.

4. SPEAKING RATE ESTIMATION

4.1. TIMIT Evaluations

The TIMIT test set consists of 1680 sentences on which all the re-
sults are reported [30]. The results are compared with intensity based
Praat script (Praat) [10], the subband and temporal correlation-based
method (Sub-band Corr) [9], the GMM based method (GMM) [8],
the convex weighting criteria method (Convex OPT) [11]. Sub-band
Corr uses TIMIT training set for Monte-Carlo training as in [9].
GMM based model is also trained using the same training set. The
Convex OPT method is shown to be dependent on the number of
training sentences with speaking rate error reducing almost mono-
tonically with increase in the number of training sentences [9]. Also,
the weighting vectors are speaker adapted using a sentence from the
test set for each speaker for achieving further improvements.

The Praat script was directly evaluated on TIMIT test set. The
syllabifier-1 (proposed) and syllabifier-2 also do not require any
training and are evaluated on the test set directly. Further, there is
no parameter fine-tuning or cross-validation done using any labeled
data in terms of phones/syllables to keep the methods completely
zero resource.

Table 1: Speaking rate estimation results for TIMIT test set

Method Correlation Mean error Stddev error SR error rate% SR mean error SR stddev error
Pratt 0.890 1.93 1.38 15.4 0.639 0.49

Sub-band Corr 0.830 1.82 1.48 15.0 0.610 0.40
GMM 0.805 1.61 1.41 14.0 0.528 0.41

Convex-OPT 0.869 1.39 1.24 12.2 0.462 0.36
Syllabifier-1 (Proposed) 0.854 1.60 1.39 13.2 0.537 0.44

Syllabifier-2 0.840 1.98 1.58 15.5 0.662 0.51
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The evaluation metrics are the correlation between the actual and
the estimated number of vowels, absolute mean error and the corre-
sponding standard deviation (Stddev error), speaking rate (SR) error
rate defined by absolute difference between the actual and the pre-
dicted vowels normalized by the actual number of vowels, SR mean
and stddev error computed from the absolute difference between ac-
tual and predicted SR [11]. Table 1 shows the results on TIMIT test
set. The correlation for Syllabifier-1 and Syllabifier-2 was found to
be comparable to all the methods except Praat which gives relatively
higher SR error rate compared to other methods. The mean error,
the stddev error and the SR error rate for Syllabifier-1 is better than
almost all methods except Convex-OPT which is speaker adapted
using test utterances. SR mean error and SR stddev error are also
comparable to other methods. This shows that zero resource syllab-
ifiers perform on par with the state-of-the-art on TIMIT without any
parameter tuning.

Table 2: Syllable count correlation and statistics for switchboard
spontaneous speech

Method Correlation Mean error Stddev error
Convex-OPT 0.971 1.30 1.31

Syllabifier-1 (Proposed) 0.970 1.42 1.59
Syllabifier-2 0.960 1.84 1.82

Table 3: Syllable rate correlation and statistics for switchboard
spontaneous speech

Method Correlation Mean error Stddev error
enrate 0.415 0.747 1.405

sub-mrate 0.637 0.530 1.219
mrate 0.671 0.464 1.121

Convex-OPT 0.744 0.600 0.490
Sub-band Corr 0.745 0.339 0.796

Broad Class 0.763 -0.161 0.780
Syllabifier-1 (Proposed) 0.655 0.639 0.668

Syllabifier-2 0.517 0.932 0.830

4.2. Spontaneous speech: Switchboard Evaluations

Spontaneous speech consists of inconsistent number of pauses with
varied duration of pauses and spoken phrases. This makes speak-
ing rate estimation a difficult task for spontaneous discourse. The
syllabification algorithms are evaluated on ICSI Switchboard cor-
pus subset with 5564 speech utterances which have syllable based
manual transcriptions [31]. Acoustically based methods enrate, sub-
mrate and mrate are compared which do not require any manual
transcriptions for training [6]. The results are also compared with a
broad phonetic class recognizer (Broad Class) [12] trained on SCO-
TUS corpus consisting of large number of tokens for each phonetic
class. The methods enrate, sub-mrate, enrate, Sub-band Corr use the
pause and noise labels in the manual transcriptions to split the utter-
ances into spurts. Convex-OPT, Sub-band Corr and Broad Class use
utterances for training/development set in some form or the other.
Syllabifier-1 and Syllabifier-2 are completely zero resource methods
and do not use any training/development set. Both these methods
also do not use spurts obtained using transcriptions.

Table 2 shows the correlation between the actual and the esti-
mated syllable counts and the mean and standard deviation between
the absolute error between the two. The correlation and other statis-
tics for Syllabifier-1 are comparable to Convex-OPT which is a train-

ing based method whereas Syllabifier-1 and Syllabifier-2 are directly
evaluated on entire Switchboard corpus.

Table 3 shows the correlation between the actual and the esti-
mated syllable based speaking rate and the mean and standard devi-
ation between the corresponding absolute error. The correlation for
Syllabifier-1 is comparable to the other zero resource methods and
has lesser stddev error compared to the acoustically based methods.
The correlations of all the training based methods Convex-OPT, Sub-
band Corr, Broad Class are higher than other methods. But the zero
resource methods are more generic and can work on any database
or language without any fine tuning under new or unknown settings.
This can also be inferred by the fact that the zero resource methods
are evaluated as it is on both TIMIT and Switchboard corpus without
any specific training/fine-tuning for either of the corpus.

5. CONCLUSIONS

In this paper, zero resource methods for detecting boundaries of
syllable-like units are proposed and are evaluated for speaking rate
estimation. Multiple evidences from excitation and source infor-
mation from the speech production model along with the evidences
from Bessel feature based representations are used for detecting
vowel end points and in turn the boundaries of syllable-like units.
This method provides comparable performance with existing meth-
ods for speaking rate estimation on TIMIT and Switchboard corpus.
A recent zero resource syllabification algorithm based on theta-rate
oscillations at the syllabic rate is also evaluated for speaking rate
estimation and is shown to perform closer to other methods. Zero
resource based methods for speaking rate estimation can be used for
any language or database without any training or fine-tuning of pa-
rameters using labeled data. Thus, zero resource methods are better
suited for improving speech recognition accuracy through speaking
rate dependent decoding in low resource settings.
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