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ABSTRACT
Automatic height and age prediction of a speaker has a wide vari-
ety of applications in speaker profiling, forensics etc. Often in such
applications only a few seconds of speech data is available to reli-
ably estimate the speaker parameters. Traditionally, age and height
were predicted separately using different estimation algorithms. In
this work, we propose a unified DNN architecture to predict both
height and age of a speaker for short durations of speech. A novel
initialization scheme for the deep neural architecture is introduced,
that avoids the requirement for a large training dataset. We evalu-
ate the system on TIMIT dataset where the mean duration of speech
segments is around 2.5s. The DNN system is able to improve the
age RMSE by at least 0.6 years as compared to a conventional sup-
port vector regression system trained on Gaussian Mixture Model
mean supervectors. The system achieves an RMSE error of 6.85
and 6.29 cm for male and female height prediction. In case of age
estimation, the RMSE errors are 7.60 and 8.63 years for male and fe-
male respectively. Analysis of shorter speech segments reveals that
even with 1 second speech input the performance degradation is at
most 3% compared to the full duration speech files.

Index Terms— Automatic Joint Height and Age Estimation,
Support Vector Regression, Deep neural network, Short duration.

1. INTRODUCTION

Speech contains information about linguistic content as well as
speaker identity and paralinguistic information like age, height, gen-
der and emotional state. Estimating the physical parameters like
height and age of a speaker helps in applications like forensics and
commercial scenarios. For example, in voice surveillance appli-
cations, predicting the speaker meta data from the short chunks of
speech data is crucial for biometric evidence generation. Similarly,
predicting age and gender of a speaker from the speech data helps
targeted advertisements based on the speaker profile (youth, adults
and late adults) [1]. In addition, the speaker profiling methods can
aid speaker diarization and verification applications as well.

In this work, we aim to predict the age and height of a speaker
from short duration speech inputs (1−3s). We propose a DNN archi-
tecture to predict speaker height and age jointly. We explore a novel
scheme to initialize the network using a conventional system based
on Support Vector Regression (SVR) trained with Gaussian Mix-
ture Model-Universal Background Model (GMM-UBM) supervec-
tor features. This initialization eliminates the need for large amounts
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of data for the deep neural network training. To the best of our
knowledge, this is the first attempt to develop an end-to-end model
that predicts the height and age of a speaker jointly.

The organization of the paper is as follows. In Section 2, we
provide details of the previous attempts to height and age predic-
tion. Section 3 describes the baseline system [2]. Section 4 details
the proposed deep neural network architecture. Section 5 reports the
dataset used, DNN model initialization method, and the results of
various height/age prediction experiments. Finally, Section 6 con-
cludes the paper.

2. RELEVANT PRIOR WORK

In the past, several researchers have made partially successful at-
tempts in predicting the height and age of a speaker independently
from the speech data. The main motivation for height prediction
from speech comes from the scientific studies of magnetic resonance
imaging by Fitch and Giedd which shows that the vocal tract length
is correlated with the individual’s height [3]. Thus, the automatic
height prediction methods attempt to infer the vocal tract length from
speech which in turn predicts the height of the speaker. A number of
features have been proposed for predicting the speaker height. The
widely used toolkit for extracting a range of these features is the
Open-Smile toolkit, which extracts the statistics (mean, median, per-
centiles etc.) of the short-term spectral features [4, 5]. Another fea-
ture set that is extracted for this application uses the sub-glottal res-
onance frequencies to predict the height of a speaker [6]. These res-
onance frequencies are shown to be correlated to the speaker height
information, and a simple, direct relation is employed to predict the
height. Subsequently linear support vector regression is performed
to obtain the predicted value.

Variation of age affects speech characteristics like fundamental
frequency, sound pressure level, speech rate etc [7]. Also, the age
of a speaker impacts the speech characteristics like jitter/shimmer
[8] and speech harmonics [9]. Earlier works focused on classifying
speakers into different age groups and treat this as a classification
problem. Typically, Gaussian mixture model universal background
model (GMM-UBM) is used for this task. The means of mixture
components obtained from the GMM are represented as a supervec-
tor / i-vector for each utterance. These are used to train a support
vector machine (SVM) to classify the age group (child, young adult,
adult and late adult) [10, 11]. Later, an i-vector based approach for
age prediction from long telephone conversational speech was pro-
posed [12]. This uses a support vector regression (SVR) for age pre-
diction from the i-vector. A similar algorithm was developed using
long short-term memory (LSTM) networks instead of the SVR [13].
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Fig. 1. Block diagram of deep neural network architecture for joint prediction of height and age of a speaker from speech

Recently, an x-vector framework was proposed as a substitute for i-
vectors in speaker recognition [14]. Ghahremani et al. proposed an
end-to-end deep neural network (DNN) using the x-vectors for age
prediction [15]. However, the shortest duration speech input consid-
ered for many of the previous approaches is in the range of 5 − 10
seconds. This may be too long for many forensics / profiling scenar-
ios. Furthermore, the training of i-vector / x-vector methods are data
intensive. Hence, most of the prior research efforts were trained on
large datasets like NIST-2008 SRE [16].

To our best knowledge, the only work to use a common set of
features for height and age predictions from short duration speech
inputs is by Singh et al. [17]. This work attempted to predict the
age and height of a speaker from a Bag of Words representation of
short-term spectral features with different time resolution.

3. BASELINE SYSTEM

Our baseline system is trained with linear support vector regression
model using first order statistics computed from a GMM model. We
train a GMM-UBM with diagonal covariance using cepstral features
of the train data. For a given the sequence of input feature vectors
{x1,x2, ...,xT }, the density function of GMM is given by,

p(x) =

M∑
k=1

wkN (x,µk,Ck), (1)

where x = {x1,x2, ...,xT },µk denote the input feature vector and
mean respectively and Ck represents diagonal covariance matrix of
the kth GMM component with weight wk. The frame level first
order statistics (defined as fji for a given frame i is computed as,

f ji = xip(j|xi), (2)

where the a-posterior probabilities p(j|xi) are computed by the
Bayesian rule, given as follows,

p(j|xi) =
wjN (xi,µj ,Cj)∑M

k=1 wkN (xi,µk,Ck)
. (3)

We concatenate all mixture component specific stats f ji to form a
frame level super vector Fi. We perform the mean across time to
get first order statistics F (refered as Fstat) across the entire speech
utterance.

F =
1

T

T∑
i=1

Fi (4)

The vector F (called Fstat) is used as the feature representation for
the regression system [2]. Separate SVR models are trained to pre-
dict the physical parameters like height and age. As the dimension
of the input features is high, we used a linear SVR. The prediction
model of the linear SVR for an input frame xi is given by,

Hi =

ns∑
i=1

vT
i F+ b = wTF+ b (5)

where ns is the number of support vectors v, b is the bias, and w =∑ns
i=1 vi. The prediction output Hi indicates the height/age estimate

for the current feature vector xi. The average prediction (averaged
over the frames 1...T ) is used as the estimate of height/age for the
utterance. The SVR models are trained and evaluated separately for
male and female speakers.

4. DEEP NEURAL NETWORK ARCHITECTURE

The proposed deep neural architecture for joint prediction of height
and age parameters is inspired from our baseline algorithm. The
block diagram of the proposed DNN model is shown in Fig. 1.

The model has three parts. The first part (Layers L1, L2, L3) cor-
responds to GMM posterior computation (Eqn: 3). The second part
(Layers L4, L5, L6) performs statistics computation (Eqn: 4) and the
final part (Layer L7) represents the SVR regression (Eqn: 5). The
first part is a fully connected multilayer perceptron shared among
all the input speech frames. The second part performs frame wise
first order statistics computation and computes the mean along time
to get the statistics across the entire speech utterance. The trainable
parameters of the network are in Part 1, 3.

Typically, deep neural network (DNN) architectures generally
require a lot of training data to learn the parameters. Further, the
model has to be efficient to perform regression on very short du-
ration variable length speech segments. We exploited our baseline
system for an innovative approach for the initialization of the neural
network.

Since we envisage the first part of the network to predict the
GMM posteriors, we initialize these layers from a smaller network
trained to predict the GMM posteriors of the baseline system. A
three layer network is trained separately for this purpose. The net-
work targets for training are obtained as the GMM-UBM frame level
posteriors. The network has ReLU non linearities in the hidden lay-
ers and softmax at the output layer. The network parameters are
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learned over the entire training data. The second part of the net-
work exactly replicates the operations performed in Eq. 2 and Eq. 4
where the posteriors p(j|xi) are obtained using the neural network
(first part of the network). The third part of the network is about
predicting the speaker parameters from the first order statistics. The
network is trained with sum of mean square error in age and height
prediction. We initialize this layer from the baseline linear SVR. The
weights corresponds to height and age targets are initialized from the
respective SVR models. Following the initialization, the network is
trained using back propagation with a mean square error loss. We
learn separate models for male and female speakers.

5. EXPERIMENTS AND RESULTS

We perform all the experiments on the TIMIT dataset. The standard
train-test split is used in all experiments. We consider the male and
female speakers separately. In the dataset, there were 461 speakers
(326 male and 135 female) for training and validation, 162 speak-
ers (112 male and 56 female) for testing, where each speaker con-
tributes ten recordings. The height values of the training data range
from 145cm to 199cm and testing data range from 153cm to 204cm.
Similarly the age values of training data range from 21 years to 76
years and testing data range from 22 years to 68 years. There is no
overlapping of recordings of speakers in train and test splits. The du-
ration of the recordings range from 1− 6s with an average of about
2.5s.

We use the standard performance evaluation metric of root mean
square error (RMSE) to evaluate the prediction error of height and
age. RMSE is defined as,

RMSE =

√∑N
i=1(xtrue,i − xpred,i)2

N
(6)

where xtrue are the true values and xpred are the predicted target
values of each utterance i. N is the total number of utterances.

5.1. Baseline System

We extract 20 Mel Frequency Cepstral Coefficients (MFCC) along
with the delta and double delta features (feature dimension 60) from
windowed speech. We perform a voice activity detection and cep-
stral mean and variance normalization for the input MFCC coeffi-
cients. A 256 component diagonal GMM-UBM is learned from the
combined training data of male and female speakers. The first or-
der statistics for each speech utterance is computed as described in
Section 3. A separate SVR for age and height for male as well as
female speakers are learned from Fstats of the training data. We call
this method GMM-UBM-SVR. Table 1 details the results of this al-
gorithm as well as comparison with a state of the art algorithm on
the same task [17]. The table also lists the results of the default pre-
dictor that predicts the training mean value for all test samples. It
can be noted that the age prediction algorithm of Singh et al. [17] is
only marginally better than the default predictor.

5.2. DNN Model Initialization

As detailed in Section 4, the first part (Layers L 1 to L 3) is the
equivalent of GMM posterior extraction from input MFCC features
in the baseline system. Initially, this part is separately trained using
the posteriors of GMM-UBM as the target values. The GMM poste-
riors are computed using Eqn. 3. The first part network has 2 hidden
layers with 256, and 512 hidden neurons and 256 output neurons

Table 1. RMSE values of baseline height and age estimation algo-
rithms

Physical parameter Singh et al.[17] Default predictor

MALE FEMALE MALE FEMALE

Height(cm) 6.70 6.10 7.01 6.51
Age(y) 7.80 8.90 8.07 9.15

Physical parameter GMM-UBM-SVR DNN-postr-SVR

MALE FEMALE MALE FEMALE

Height(cm) 6.93 6.30 6.93 6.29
Age(y) 8.22 9.50 8.23 9.5

Table 2. RMSE values from DNN model for segment wise and com-
plete duration prediction

Physical parameter DNN-var-pred DNN-seg-pred

MALE FEMALE MALE FEMALE

Height(cm) 6.85 6.29 6.87 6.30
Age(y) 7.60 8.63 7.61 8.65

(corresponding to 256 component GMM). Both hidden layers have
a dropout (0.3) and batch normalization operations. The network is
trained using backpropagation to minimize the cross-entropy objec-
tive function on the TIMIT training data. The training data contains
both male and female speakers. This initialization is common for
both male and female models.

In order to check the sanity of the trained network, we use the
trained DNN posteriors to compute the first order statistics and learn
an SVR to predict speaker parameters. We denote the system as
DNN-postr-SVR. Table 1 presents the corresponding results. It can
be seen that the DNN posteriors are attaining very similar perfor-
mance measures as the GMM-UBM.

The fully connected layer in the third part of the network is ini-
tialized from individual linear support vector regression algorithms.
The male (female) neural network model is initialized from the male
(female) SVR weights for height and age prediction.

5.3. DNN Learning

While the network supports variable length inputs for training,
we trained it using fixed length speech inputs. We use the Keras
toolkit [18]) for model learning. We have windowed the input
speech into 1 second segments with 0.1-second shift. These short
segments along with the corresponding target values are used as
the training input for the neural network. The mean square error in
height and age is used as the objective function. About 10% of the
training data is kept as validation data. The validation performance
is used as the training stopping criterion.

The trained network is used for height and age prediction of the
test utterances. Note that the test utterances are variable length in na-
ture. This scheme was denoted as DNN-var-pred. Table 2 reports the
Deep neural network results. It can be seen that the RMSE error of
age prediction has improved in both the cases over the DNN-postr-
SVR system. The RMSE improvement in case of age prediction
is around 0.6 years and 0.9 years for male and female speakers re-
spectively. This is achieved without degrading the RMSE for height
prediction.
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Fig. 2. RMSE of height prediction using different lengths of speech
data of both male and female speakers

As a sanity check, authors have trained the model without any
initialization to the DNN, the error performance is worse than the
default predictor (refer Table 1).

Since the neural network is trained on 1s segments, we also tried
to predict the physical parameters using windowed 1-second seg-
ments with 0.1-second shift from the variable length speech utter-
ance. The predictions are then averaged to compute the final predic-
tion. The result of this scheme (denoted by DNN-seg-pred) is listed
in Table 2. The final RMSE values are within ±0.05 of the DNN-
var-pred scheme. Thus, even though the network was trained on
1-second length segments, it is able to generalize to variable length
speech utterances.

5.4. Effect of utterance length

To analyze how shorter segments degrade the performance, we
evaluated the GMM-UBM-SVR and DNN-var-pred systems with
trimmed speech segments from the test data. We trim the input
speech segments to different durations from 1 − 4 seconds. The
variation of RMSE of height prediction with respect to test speech
duration is shown in Fig. 2. Even with 1 second duration, the degra-
dation in the DNN system performance is 1.7% for male speakers
and 3.2% for female speakers. The GMM-UBM-SVR system has
an RMSE that is around 0.1cm more than the DNN system for 1s
speech input. When the duration increases, the DNN system RMSE
error improves as expected and reaches a saturation around 3s. The
GMM-UBM-SVR system [2] has a higher RMSE error consistently
compared to the proposed joint model.

The corresponding variations for age prediction is shown in
Fig. 3. With only 1s speech available for prediction, the DNN model
degrades only by 1.2% and 0.3% for male and female speakers.
The RMSE of the GMM-UBM-SVR system is consistently more
than the DNN system by 0.6 years for male speakers and 1 year for
female speakers. Again the performance measure saturates around 3
seconds for the DNN system.

5.5. Error Analysis

In order to understand the errors, RMSE for height/age prediction
is computed across different bins in the target values. Table 3 lists
the results. In the training data, the height distribution is somewhat
Gaussian shaped with lesser training data available for height values
far away from the mean. In the results (Table 3), it can be noted that
the height prediction RMSE is very high for the two extreme bins
where the number of speakers are less as compared to the center bins.
However, in the case of age, the training data has a more uniform
distribution, and it can be observed from Table 3 that the RMSE
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Fig. 3. RMSE of age prediction using different lengths of speech
data of both male and female speakers

Table 3. RMSE values of test speakers for different bins

Height (cm)

Range MALE FEMALE

# Train spkrs Test # Train spkrs Test

h < 150 − − 2 −
150 < h < 160 2 − 20 10.84
160 < h < 170 15 12.49 75 2.92
170 < h < 180 137 5.76 35 7.17
180 < h < 190 140 3.64 3 14.80
190 < h 32 12.98 − −

Age (years)

Range MALE FEMALE

# Train spkrs Test # Train spkrs Test

a < 25 67 7.54 47 6.70
25 < a < 30 132 6.21 46 5.11
30 < a < 35 66 6.88 14 5.95
35 < a < 40 28 6.65 9 7.45
40 < a < 45 13 9.67 9 3.80
45 < a 20 5.98 10 8.74

values do not change as much as in the case of height prediction.
We hypothesize that height prediction can be further improved with
a more uniform training data distribution.

6. CONCLUSIONS

In this work, we have proposed a deep neural network architecture
to jointly predict speaker height and age from short duration speech
segments. The neural network is initialized in a novel way using a
conventional feature extraction (GMM-UBM supervectors) and re-
gression (SVR) scheme to avoid the requirement of a large amount
of data. The network is trained with mean square error criterion and
the joint model is able to improve the RMSE of age prediction by
more than 0.6 years, without degrading the RMSE for height predic-
tion. Analysis of shorter durations of speech reveals that the network
only degrades around 3% at most with only 1 second of the speech
input. Also, the performance saturates around 3seconds. The age
prediction RMSE is lower than what is reported in literature [17]
that used stand-alone age prediction. In summary, the main contri-
bution of the work is the development of a joint model (DNN) for
height/age prediction which is initialized in a novel way that enables
the model to perform well on short duration speech utterances.
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