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ABSTRACT
Audio-visual speech recognition (AVSR) is thought to be one of
the potential solutions for robust speech recognition, especially in
noisy environments. Compared to audio only speech recognition,
the major issues of AVSR include the lack of publicly available
audio-visual corpora and the need of robust knowledge fusion of
both speech and vision. In this work, based on the recently re-
leased NTCD-TIMIT audio-visual corpus, we address the challenges
of AVSR through three aspects: 1) optimal integration of acoustic
and visual information; 2) robust performance with multi-condition
training; 3) robust modeling against missing visual information dur-
ing decoding. We propose a bimodal-DFSMN to jointly learn fea-
ture fusion and acoustic modeling, and utilize a per-frame dropout
approach to enhance the robustness of AVSR system against the
missing of visual modality. In the experiments, we construct two
setups based on the NTCD-TIMIT corpus that consists of 5 hours
clean training data and 150 hours multi-condition training data, re-
spectively. As a result, we achieve a phone error rate of 12.6% on
clean test set and an average phone error rate of 26.2% on all test sets
(clean, various SNRs, various noise types), which both dramatically
improve the baseline performance in NTCD-TIMIT task.

Index Terms— Audio-visual speech recognition, bimodal DF-
SMN, robust speech recognition, dropout, multi-condition training

1. INTRODUCTION

Although automatic speech recognition (ASR) has achieved great
progress in the past few years, the performance of ASR systems in
noisy environments still far behind human speech recognition. Tra-
ditionally, various front-end signal based or model based speech en-
hancement techniques [1, 2, 3] are widely used to improve the intel-
ligibility and quality of noisy speech. These techniques significantly
improve the performance of back-end acoustic modeling in noisy
environments. However, even with these speech enhancement tech-
niques, the performance of ASR systems in noisy environments still
can not match the competence and noise robustness of human speech
recognition. Clearly, non-traditional approaches, that use orthogonal
sources of information to the acoustic input, are needed to achieve
ASR performance closer to the human speech perception level, and
robust enough to be applied in noisy environments [4].

Both human speech production and perception are bimodal in
nature [5]. Especially in noisy environments, humans use visual
modality in addition to the traditional audio modality to help de-
ciding what has spoken. Back to 1954, the visual modality benefits
to speech intelligibility in noise has been quantified by Sumby and
Pollack in [6]. After then, the integration of audio and visual infor-
mation in perceiving speech has been demonstrated in [7]. Thereby,

lipreading and audio-visual speech recognition (AVSR) [8, 9, 10, 11]
that use the visual information in addition to the acoustic input have
attracted more and more attention of researchers. Not surprisingly,
AVSR systems have been shown to outperform conventional audio-
only ASR systems over a wide range of conditions, and the perfor-
mance gains are particularly impressive in noisy environments.

In AVSR research, the audio-visual integration strategy is one
of the most important aspects. Generally speaking, it can be catego-
rized into three major categories: feature fusion (FF) (also called ear-
ly integration) [12, 13, 14, 15, 16], decision fusion (DF) (also called
late integration) [12] and intermediate fusion (IF) [17, 18]. As to fea-
ture fusion, audio and visual features are spliced to form a new set of
audio-visual features and then used for audio-visual acoustic model-
ing. It can be simply done by concatenating the raw audio and video
feature vectors or after applying some linear or nonlinear transfor-
mation. For decision fusion, the audio-only and video-only ASR
systems are first trained independently using the audio and visual
features, respectively. And then recognition results are combined
using approaches like ROVER [19]. Compared to FF, the advan-
tage of DF is that it’s able to control the contribution of audio and
video modalities to the overall recognition results according to their
reliabilities using stream weights. However, the drawback of DF is
that it’s unable to utilize the temporal correlation between audio and
visual modalities. Experimental results in [20] show that DF based
AVSR system performs much better in low SNR test sets (≤5dB)
while worse in high SNR test sets (≥10dB) when compared to F-
F based AVSR system. An additional problem of FF based AVSR
systems is that its performance will suffer from huge degradation if
the visual information does not exist during decoding. During mod-
el training, we have parallel audio and visual training data. But for
practical applications, it maybe difficult to capture the video stream
of speakers all the time. This mismatch between training and decod-
ing will seriously hurt the performance of an AVSR system.

Another challenge of AVSR research is the lack of publicly
available audio-visual large vocabulary continuous speech recogni-
tion corpora. Recently, the released TCD-TIMIT [21] and NTCD-
TIMIT [22] databases help to alleviate this problem, and the NTCD-
TIMIT corpus is adopted in this paper. In this work, we will address
the challenges of AVSR through three aspects: 1) optimal inte-
gration of acoustic and visual information; 2) robust performance
with multi-condition training; 3) robust modeling against miss-
ing visual information during decoding. Previous experiments in
NTCD-TIMIT [20, 22] have already evaluated the performance of
AVSR systems in three setups: a clean-train-clean-test, a clean-
train-noisy-test and a matched training setup. As a supplement, we
conduct experiments with a multi-condition experimental setup by
using an 150-hours multi-condition audio data with various noise
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types and SNRs. Moreover, based on the previous FSMN related
works [23, 24], we propose a novel bimodal-DFSMN to jointly
learn audio-visual feature fusion and acoustic modeling, and uti-
lize a per-frame dropout [25] approach to enhance the robustness
of AVSR system against the missing of visual modality. Bimodal-
DFSMN uses audio-net and visual-net to perform nonlinear feature
transformations for audio and visual streams respectively, and then
concatenate these transformed features before fed into a joint-net.
The use of FSMN-like architecture will help to effectively model the
long term dependency as well as the temporal correlation in audio
and visual signals. Experimental results show that the proposed
bimodal-DFSMN with multi-condition training can significantly
improve the performance of baseline systems in the NTCD-TIMIT
task. It achieves a phone error rate of 12.9% on clean test set and
an average phone error rate of 26.2% on all test sets (clean, different
SNRs, different noise types) while the baseline systems in [22] are
20.8% and 52.9%, respectively. Furthermore, we can significantly
enhance the robustness of AVSR system to the missing of visu-
al information during decoding by introducing per-frame dropout
regularization during model training.

2. BIMODAL DFSMN

Recently, audio-only speech recognition has made a great progress.
One of the main reasons is the usage of more powerful neural
networks structures, especially those structures that can model long-
term dependency in speech signals such as the long short term
memory recurrent neural networks (LSTM-RNN) [26], time delay
neural network (TDNN) [27], feedforward sequential memory net-
works (FSMN) [23] and its variant DFSMN [24]. However, so far
the commonly-used neural network structure in audio-visual speech
recognition (AVSR) is still the simplest deep neural network (DNN).
Obviously, the performance of AVSR system can be significantly
improved if more powerful acoustic models are used.

In this work, we propose a novel bimodal-DFSMN to jointly
learn audio-visual feature fusion with acoustic modeling for AVS-
R. The architecture of bimodal-DFSMN is as shown in Figure 1,
which consists of three main components: audio-net, visual-net, and
joint-net. The audio-net and visual-net are used to convert acoustic
and visual features into a deep representation, respectively. These
outputs of audio-net and visual-net are concatenated before feeding
into a joint-net. Given input acoustic feature sequence (xa) and vi-
sual feature sequence (xv), the output of bimodal-DFSMN can be
denoted as:

y = fjoint(faudio(xa); fvisual(xv)). (1)

Here, faudio, fvisual and fjoint denote the transformations of audio-
net, visual-net and joint-net, respectively.

In this work, we adopt a same architecture for audio-net and
visual-net, which consists of a ReLU layer, a linear layer and four
DFSMN components. For the joint net, from bottom to top, it con-
tains a ReLU layer, a linear layer, four DFSMN components and
two ReLU layers. The ReLU layer denotes a linear transformation
followed by a ReLU activation function. Detailed composition of
DFSMN component is as shown in Figure 1, which consists of four
parts: a ReLU layer, a linear layer, a memory block and a skip con-
nection from the bottom memory block, except for the first one that
without the skip connection from the bottom layer. The operation of
the `-th DFSMN component take the following form:

h`
t = max(W`m`−1

t + b`
t, 0) (2)
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Fig. 1. Illustration of bimodal DFSMN.
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Here, h`
t and p`

t denote the outputs of the ReLU layer and linear
layer respectively. m`

t denotes the output of the `-th memory block.
N `

1 and N `
2 denotes the look-back and lookahead orders of the `-

th memory block, respectively. s1 is the stride factor of look-back
filter and s2 is the stride of lookahead filter. The detailed structure of
DFSMN components in audio-net and visual-net is: ReLU layer with
1024 units, linear layer with 512 units, memory block with N `

1 = 5,
N `

2 = 5, s1 = 1 and s2 = 1. And the detailed structure of DFSMN
component in joint-net is: ReLU layer with 2048 units, linear layer
with 512 units, memory block with N `

1 = 20, N `
2 = 20, s1 = 2 and

s2 = 2. The use of memory blocks will enable the bimodal-DFSMN
to effectively model the long-term dependency in both audio and
video signals.

3. PER-FRAME DROPOUT FOR VISUAL MODALITY
MISSING PROBLEM

Dropout is a powerful technology introduced in [28] for improv-
ing generalization capability of neural networks. During training,
dropout can reduce overfitting by randomly omitting a fraction of
units in all layers on each training case to prevent co-adaptation.
Previous works shown that dropout plays a big role in computer vi-
sion tasks that use CNN-type networks. As to speech recognition
with LSTM-type networks, the original per-element dropout does-
n’t work well. As an alternative, the per-frame dropout is proposed
in [25] that performs well for various LVCSR tasks with TDNN-
LSTM networks. Unlike per-element dropout in which each element
of the dropout mask is chosen independently, in per-frame dropout
the dropout mask vector is set to either zero or one. For a time in-
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Table 1. Detailed experimental results for various models on NTCD-TIMIT corpus.

Exp Model Training Data Audio Video PER(%)
Clean 20dB 15dB 10dB 5dB 0dB AVG

1 DNN Clean-5-hours ON OFF 21.6 46.6 57.0 67.6 76.8 85.3 59.1
2 DNN Clean-5-hours OFF ON 65.3
3 DNN-FF Clean-5-hours ON ON 20.8 39.1 48.7 59.2 70.1 79.6 52.9
4 DNN-DF Clean-5-hours ON ON 22.4 47.0 56.4 62.1 64.2 65.5 52.9
5 DFSMN Clean-5-hours ON OFF 18.7 41.2 51.3 61.7 70.7 77.3 53.5
6 DFSMN Clean-5-hours OFF ON 62.5
7 DFSMN-FF Clean-5-hours ON ON 17.4 34.4 42.8 52.8 62.3 70.5 46.7
8 DFSMN-DF Clean-5-hours ON ON 19.4 41.7 51.5 58.5 60.3 62.6 49.0
9 Bimodal-DFSMN Clean-5-hours ON ON 16.3 34.7 43.9 54.4 63.8 71.4 47.4

10 DFSMN MC-150-hours ON OFF 14.5 20.8 26.9 36.6 50.8 64.9 35.8
11 DFSMN-FF MC-150-hours ON ON 13.7 19.0 22.9 29.0 37.9 48.8 28.6
12 DFSMN-DF MC-150-hours ON ON 15.5 21.4 27.4 37.0 51.2 57.9 35.1
13 Bimodal-DFSMN MC-150-hours ON ON 12.9 17.7 21.3 26.7 34.4 44.0 26.2

stance xt, the per-frame dropout can be expressed as:

fdropout,p(xt) =

{
xt α ≥ p
0 α < p

. (5)

Here, α is a Bernoulli random scalar and p is the dropout probability.
For feature fusion (FF) based AVSR, during model training, we

use the parallel audio and video corpus. However, during model
testing in practical applications, the visual modality missing problem
may occur due to the difficulty to capture speaker’s mouth area all the
time. This mismatch problem between training and test will cause
great damage to the performance. In this work, we use the per-frame
dropout regularization to improve the robustness of AVSR system
and and to deal with this problem. We adopt a per-frame dropout
operation for the visual-net in bimodal-DFSMN. As to imitate the
missing of visual modality, we use the per-frame dropout for the
input layer of visual-net. Given input acoustic feature sequence (xa)
and visual feature sequence (xv), the operation in bimodal-DFSMN
with per-frame dropout can be denoted as:

y = fjoint(faudio(xa); fvisual(fdropout,p(xv))). (6)

In experiments, we will investigate the performance of the bimodal-
DFSMN AVSR system with various missing ratios of visual modal-
ity. For example, if the per-frame dropout probability p is set to be
0.5, it means 50% of the input visual features are randomly set to
zero.

4. EXPERIMENTS

In this section, we investigate the performance of bimodal-DFSMN
with multi-condition training and per-frame dropout regularization
for audio-visual speech recognition on NTCD-TIMIT corpus.

4.1. Experimental Setups

NTCD-TIMIT [22] is a newly published audio-visual speech recog-
nition corpus based on the TCD-TIMIT [21] corpus. It contains the
audio signals and the visual features of 56 Irish speakers from the
TCD-TIMIT database. In addition to a down-sampled version of the
clean TCD-TIMIT utterances, 36 noisy versions ({Six noise types:
white, babble, car, living room, cafe, street} × { six types of S-
NR: 20dB, 15dB, 10dB, 5dB, 0dB, -5dB }) have been created. Both

the clean and noisy signals of NTCD-TIMIT are sampled at a sam-
pling rate of 16 kHz. Following TCD-TIMIT corpus, the clean set of
NTCD-TIMIT is divided into training set, development set and test
set. The training set consists of 39 speakers with about 5 hours da-
ta. And the development set contains 8 speakers with about 1 hour
data for hyper parameters tuning. Evaluation is performed in term
of phone error rate (PER) on the 9-speaker test set (about 1.2 hours
of data). The NTCD-TIMIT database also contains Kaldi scripts
for training and decoding audio-only, video-only, and audio-visual
ASR models. Experimental results obtained using these scripts are
detailed in [22], which are used as the baseline systems in this study.

We have evaluated the proposed approaches on NTCD-TIMIT
corpus with two experimental setups: 1) Clean-5-hours setup; 2)
MC-150-hours multi-condition setup. The Clean-5-hours setup is
the same to the original clean setup in [22] that uses the 5 hours
clean training data. As to the MC-150-hour setup, we mix the train-
ing data of 30 noisy versions that consists of six noise types with
five level SNR (20dB, 15dB, 10dB, 5dB, 0dB), resulting in a multi-
condition training data. Models are evaluated on the clean test set
and 30 noisy test sets. For these noisy test sets we report the average
PER of six noise types for each SNR.

We follow the front-end processing in [22] for acoustic and visu-
al feature extraction. The visual front-end contains three steps: face
and ROI detection, ROI post-processing, visual feature extraction.
The difference between the acoustic frame rate (100 frame/s) and
the visual frame rate (30 frame/s) is compensated by repeating visu-
al frames according to the digital differential analyzer algorithm. As
a result, both the acoustic and visual features are the 40-dimensional
fMLLR feature at a frame rate of 100 frame/s.

4.2. Experimental Results

4.2.1. Baseline systems

We have reproduced the audio-only, video-only and audio-visual
baseline systems using the released Kaldi scripts in [22]. The
speaker-independent acoustic DNN-HMM hybrid models have been
trained using the frame-state alignments obtained by applying the
forced alignment algorithm to the SAT tri-phone GMM-HMM mod-
els. The DNN has 6 hidden layers, each of which consists of 1024
neurons with sigmoid activation functions. The number of units in
the output softmax layer is 1975, which is the number of the tied
tri-phone states. The DNN is first trained using the frame-level
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cross-entropy (CE) objective function and further optimized with
state-level minimum Bayes risk (sMBR) criterion. The audio-only
and video-only systems are trained using the 40-dimensional fMLL-
R features extracted from the original 5 hours of clean audio data
and video data, respectively. For audio-visual baseline systems, we
have trained DNNs with feature fusion (DNN-FF) and decision fu-
sion (DNN-DF). The detailed experimental results of these baseline
systems are as shown in Table 1 (Exp1-4).

4.2.2. Acoustic model architecture and fusion method

In this experiment, we investigate the acoustic model architecture
and fusion method to the performance of ASR and AVSR system-
s. Firstly, we replace the baseline DNN with DFSMN and evalu-
ate the performance of audio-only, video-only, and audio-visual sys-
tems with more powerful acoustic model using the Clean-5-hours
setup. The architecture of DFSMN is the same to the joint-net in
bimodal DFSMN as introduced in Sec.2. Experimental results in
Table 1 (Exp 5-8) show that DFSMN based systems (audio-only,
video-only and audio-visual) can significantly outperform the cor-
responding DNN baseline systems. For example, the DFSMN-FF
AVSR system achieves an average PER of 46.7% that obtains 11.7%
relative PER reduction compared to the DNN-FF AVSR system.

Comparison of DFSMN based AVSR systems with feature fu-
sion (FF) and decision fusion (DF) shows that DFSMN-FF performs
much better in low SNR (≤ 5dB) test sets while worse in high SNR
(≥ 10dB) test sets than DFSMN-DF, which is consistent to the ex-
perimental phenomena of baseline DNN-FF and DNN-DF system-
s. Unlike FF, DF can control the contribution of audio and video
streams to the overall recognition results according to their reliabili-
ties using stream weights. As a result, the performance of DF based
AVSR system is close to the video-only system in low SNR test set
since it is focused on the video signals in low SNR. On the other
hand, DFSMN-DF performs worse than DFSMN-FF in high SNR
test sets since DF can not utilize the temporal correlation between
the audio and visual modalities.

We have also evaluated the performance of bimodal-DFSMN
based AVSR system (Exp 9 in Table 1) using the Clean-5-hours
experimental setup. Compared to DFSMN-FF (Exp 7), bimodal-
DFSMN performs much better in clean test set while worse in noisy
test sets. This may due to bimodal-DFSMN is a more powerful mod-
el that is easily overfitting to the training data. As a conjecture, if we
can effectively extend the training data, then bimodal-DFSMN will
show its model capacity. Accordingly, we construct the MC-150-
hours multi-condition experimental setup to evaluate this conjecture.

4.2.3. Multi-condition training

In this experiment, we have trained DFSMN, DFSMN-FF, DFSMN-
DF and bimodal-DFSMN with the MC-150-hours experimental set-
up. Detailed experimental results are listed in Table 1 (Exp 10-13).
Compared to the performance of systems trained with the Clean-5-
hours experimental setup, all types of systems can achieve a signifi-
cant improvement not only in the clean test set but also in the noisy
test set. On average, the relative performance improvements of DF-
SMN, DFSMN-FF, DFSMN-DF, and bimodal-DFSMN are 33.1%,
38.8%, 28.4% and 44.7%, respectively. In line with our previous
conjecture, the bimodal-DFSMN shows its capacity by increasing
the coverage of training data. Comparison of Exp 13 and Exp 11
demonstrates that bimodal-DFSMN can outperform the DFSMN-FF
in all test sets. From Exp 10-13, we can also see that even the audio-
only ASR system performs better than the video-only ASR system

Table 2. Performance (PER in %) of bimodal-DFSMN AVSR sys-
tems trained with various per-frame dropout probabilities (Train-p)
and tested with various missing ratios of visual modality (Test-p).

Train-p Test-p Clean 20dB 15dB 10dB 5dB 0dB AVG
0.0 12.9 17.7 21.3 26.7 34.4 44.0 26.2
0.3 14.2 19.8 24.0 30.6 39.8 50.3 29.8

0.0 0.5 16.8 24.4 30.1 38.5 48.8 59.1 36.3
0.8 29.3 46.6 55.3 64.5 72.1 77.5 57.6
1.0 48.2 67.3 72.8 77.6 81.0 83.6 71.8
0.0 13.6 18.6 22.5 28.8 37.9 48.8 28.4
0.3 13.2 18.1 22.1 28.2 37.5 49.5 27.9

0.3 0.5 13.3 18.2 22.2 28.6 38.0 49.4 28.3
0.8 16.2 22.5 27.6 35.6 46.6 58.2 34.5
1.0 31.0 45.1 53.0 61.7 50.9 78.9 56.8
0.0 13.3 18.8 22.8 29.1 38.5 49.6 28.7
0.3 12.9 18.2 22.0 28.0 37.6 48.6 28.0

0.5 0.5 12.8 17.9 21.8 28.0 37.5 48.9 27.8
0.8 12.9 19.7 24.2 31.4 41.9 53.9 30.7
1.0 27.1 41.7 50.0 59.5 68.8 76.2 53.9
0.0 14.3 20.1 24.7 31.8 41.7 52.9 30.9
0.3 13.3 18.5 22.4 28.7 38.4 49.8 28.5

0.8 0.5 12.8 17.6 21.3 28.8 38.4 49.8 28.1
0.8 12.6 17.1 20.8 27.0 36.6 48.9 27.2
1.0 17.3 27.4 35.3 46.4 59.8 71.2 42.9

in test sets with different SNR, the audio-visual fusion with FF or
bimodal-DFSMN can still significantly improve the performance of
AVSR systems. However, the DF based system doesn’t work well
since the performance of video-only ASR system is poor.

4.2.4. Per-frame dropout for visual modality missing problem

Experimental results in Sec.4.2.3 indicate that feature fusion seems
to be a better choice than decision fusion when the AVSR models are
trained using the multi-condition experimental setup. For feature fu-
sion, one challenge is how to use the FF-based AVSR systems when
the visual information does not exist during decoding. As introduced
in Sec.3, we propose to handle this problem by using the per-frame
dropout. We have trained bimodal-DFSMN with various per-frame
dropout probabilities (Train-p) and tested these models with various
missing ratios of visual modality (Test-p). Detailed experimental re-
sults are as shown in Table 2. For the baseline system without using
per-frame dropout (Train-p =0), performance will drop significant-
ly as the increasing of missing ratios of visual modality during test-
ing. Results in Table 2 also show that models trained with per-frame
dropout (Train-p: 0.3, 0.5, 0.8) are more robust to the missing of
visual modality. For example, in a mismatch test, model with Train-
p =0.8 and Test-p =0.3 can still achieve a promising result. The
performance of all models with Test-p =1.0 is very poor, which in-
dicates the importance of visual modality in AVSR systems.

5. CONCLUSIONS

In this work, we have conducted audio-visual speech recognition by
addressing the challenges through three aspects: 1) optimal integra-
tion of acoustic and visual information; 2) robust performance with
multi-condition training; 3) robust modeling against missing visu-
al information during decoding. Experimental results show that the
proposed bimodal-DFSMN with multi-condition training can signif-
icantly improve the performance of AVSR system. Furthermore, the
per-frame dropout can enhance the robustness of bimodal-DFSMN
to the missing of visual modality during testing. In the experiments,
the performance of video-only ASR system is not very good. Further
improvement of AVSR performance can be obtained through more
powerful visual front-end processing and modeling methods.
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