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ABSTRACT

This paper proposes a new speech feature representation that im-
proves the intelligibility assessment of dysarthric speech. The for-
mulation of the feature set is motivated from the human auditory
perception and high time-frequency resolution property of single fre-
quency filtering (SFF) technique. The proposed features are named
as perceptually enhanced single frequency cepstral coefficients (PE-
SFCC). As a part of SFF technique implementation, speech signal
passed through a single pole complex bandpass filter bank to ob-
tain high-resolution time-frequency distribution. Then, the distri-
bution is enhanced by using a set of auditory perceptual operators.
Lastly, traditional homomorphic analysis has been carried out on
the resulting signal to obtain PE-SFCC feature vector. The perfor-
mance of proposed features in dysarthric speech detection and its in-
telligibility assessment has been reported on UASPEECH database.
The PE-SFCC features outperformed the state-of-the-art features in
dysarthric speech detection and intelligibility assessment.

Index Terms— Dysarthria detection, Intelligibility assessment,
Auditory perception, Single frequency filtering

1. INTRODUCTION

Dysarthria is a speech disorder emanating from neurological damage
connected with motor control of speech muscles. The abnormalities
in the resonance, articulation, respiration, phonation, and prosody
of speech are associated with dysarthria leads to poor speech intelli-
gibility. The symptoms of poor speech quality and reduced intelli-
gibility can be used to identify the dysarthria [1, 2]. The subjective
intelligibility assessment methods may influence by the listener fa-
miliarity with patients, the contextual, suprasegmental factors, and
semantic/syntactic features. Moreover, the subjective intelligibility
assessment methods are costly and time-consuming [3, 4]. Ob-
jective intelligibility assessment methods, on the other hand, are
economical, repeatable, reliable and can assist in remote patient
rehabilitation monitoring. The growing evidence suggesting that
clinicians are becoming more receptive to objective intelligibility
assessment systems in which the speech intelligibility can be as-
sessed by the trained acoustic model [5, 6].

In literature wide range of acoustic features capturing the vocal tract
dynamics, excitation source information, and prosody information
are explored for the objective assessment of dysarthric speech intel-
ligibility. In [7, 8, 9] spectral features (e.g., Mel-frequency cepstral
coefficients, spectral centroid, linear prediction cepstral coefficients)
are used to represent vocal tract shape and dynamics. In [10] per-
ceptual linear prediction (PLP)features are used in the analysis of

Parkinson dysarthria. Excitation source features of speech (e.g.,
inter-pulse similarity, average magnitude difference function, resid-
ual peak prominence, jitter, and shimmer) are used to represent the
voice quality [11, 7]. In [12, 13] glottal source parameters (e.g.,
normalized amplitude quotient, open quotient, closing quotient, and
harmonic richness factor) are used to capture the wide variations in
the excitation source. In [14, 15, 16], long-term spectral average
features, ITU-T P.563 features, long-term temporal dynamics are
evaluated as correlates of subjective intelligibility in the analysis of
spastic dysarthria. The long-term spectro-temporal dynamic mea-
sures are correlated to loudness, intonation, stress, and rhythm of
speech. It is also understood that a better feature representation
which can capture wide variabilities in dysarthric speech can dis-
criminate the dysarthria accurately. Most of the traditional methods
are based on block processing, and they find the average spectrum
over the 20-30ms window. Hence, the abnormal spectral-temporal
variations present in dysarthric speech can be averaged. Single
frequency filtering (SFF) based instantaneous spectral representa-
tion is investigated for robust epoch extraction, speaker separation
and voice activity detection [17, 18]. The SFF technique gives a
good spectro-temporal representation of speech which may capture
dysarthric speech information effectively.

In this work, SFF based instantaneous spectral representation is
investigated to detect dysarthria from speech. SFF time-frequency
representation is further perceptually enhanced based on auditory
perception. Post perceptual operations homomorphic analysis is
done on SFF time-frequency representation to get the cepstral rep-
resentation of speech signal. The feature representation is named
as perceptually enhanced single frequency cepstral coefficients (PE-
SFCC). The proposed features are used to train dysarthric speech
detection system using i-vector representation with probabilistic
linear discriminant analysis (PLDA) scoring mechanism.

The rest of the paper is organized as follows: Perceptually en-
hanced single frequency filtering based speech feature extraction is
introduced in Section 2. In Section 3, the experimental setup for
dysarthric speech detection is discussed. Section 4 describes the
results and discussions. Section 5 provides the conclusions of the
paper.

2. PROPOSED FEATURE EXTRACTION METHODOLOGY

The proposed feature extraction framework is implemented in two
steps. In the first step, time-frequency distribution of speech is ob-
tained using SFF technique. In the next step, auditory perceptual
enhancement is done on the time-frequency distribution to improve
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the discriminative capability by modeling production irregularities
of dysarthric speech. The algorithmic steps involved in the feature
extraction process are discussed in the subsequent subsections 2.1
and 2.2.

2.1. Time-frequency Representation of speech signal using sin-
gle frequency filtering

The generalization of single frequency filtering [17] method in gen-
erating the time-frequency distribution of speech signal is now pre-
sented. This technique employs a set of complex bandpass filters to
decompose the signal into different frequency bands. As a part of the
filtering, the speech signal is convolved with a set of complex-valued
coefficients. These filter coefficients are derived from the design of
low pass filter having an appropriate frequency response. The trans-
fer function of the low pass filter prototype is given by

H(z) =
1

1− az−1
. (1)

In the above equation the value of a determines the pole location. A
kth frequency component can be decomposed using a complex band
pass filter. It is realized by modulating the single pole low pass filter,
by multiplying its impulse response h[n] with a complex sinusoid
e(jwkn). Its transfer function is given by,

Hk(z) =
1

1− akz−1
(2)

where ak = ae−jwk and wk represents the kth frequency com-
ponent. Here wk = w̃k∗2∗π

fs
is discrete frequency corresponds to

analog frequency w̃k and fs is the sampling frequency. While track-
ing the energy variations of a particular frequency component, band-
width of the filter should be kept narrow in order to achieve better
spectral resolution. The bandwidth of the filter and a are related as,

BWH(z) = cos−1

(
4a− a2 − 1

2a

)
. (3)

The value of “a” lies in between 0 and 1. A sampling rate of 8000
Hz and “a = 0.9875” are considered to obtain filter bandwidth of
20 Hz approximately. Using equations 2 and 3, a complex bandpass
filter bank is realized to decompose M frequency components of a
speech signal and it can be represented as,

SFfilterbank =


H1(w)
H2(w)
.
.

Hk(w)

 , k = 1, 2, 3....M (4)

where M is the total number of frequency bands. In this work, fre-
quency components are decomposed with a frequency resolution of
20 Hz from 100 Hz to 4000 Hz. The speech signal x[n] is convolved
with the impulse responses of different channels of the single fre-
quency filter-bank. The output filtered frequency components in the
time-frequency plane are given by

S(k, n) =


y1[n]
y2[n]
.
.

yM [n]

 , k = 1, 2, 3....M. (5)

where

yk[n] =

N∑
i=1

hk[i] x[n− i] (6)

and N is length of the speech signal, h[n] represents the impulse
response of the filter. The envelope of each filtered component is
represented as,

mk[n] =
√
y2kR[n] + y2kI [n] (7)

ykR[n] and ykI [n] are the real and imaginary parts of the fil-
tered component yk[n]. To demonstrate the efficacy of SFF, time-

Fig. 1. Time-frequency representation of synthesized linear,
quadratic, and convex chirp signals. Short time Fourier transform
(Top row: (a)-(c)). Single frequency filtering (Bottom row: (d)-(f))

frequency representation of synthesized chirp signals are depicted
in Fig. 1. Top row demonstrates a short time Fourier transform
(STFT) based time-frequency representation for a linear, quadratic,
and convex chirp signals. The STFT of chirp signals is estimated
using a window size of 10 ms with an overlap of 5 ms. The bottom
row shows SFF based time-frequency representation (SFF-TFR) for
same signals. It can be noticed that the frequency spread is less in
case of SFF-TFR as compared to STFT representation. It is also
observed that better time-frequency localization can be observed in
SFF-TFR. In Fig. 2, SFF based time-frequency representation of
speech at time-frequency resolutions is demonstrated for different
values of a. Fig. 2.b represent the time-frequency distribution of
speech signal with “a = 0.85”. It possess good time resolution,
but the formant information is smeared. While increasing the value
of “a” from 0.85 to 1.0, it can be noted that formant information is
resolved in a better manner with a decrease in time resolution. A
good time-frequency trade-off can be made for the value of “a” in
between 0.95 to 0.995, highlighting the formant information with
reasonably good time resolution. Hence, speech signals have been
analyzed with a = 0.9875 and fs = 8000Hz in this framework.

2.2. Perceptually enhanced SFF based feature extraction

SFF based speech spectrum is enhanced based on the human audi-
tory system to realize the perceptually enhanced SFF spectrum. The
block diagram representation of the feature extraction framework is
shown in Fig. 3. The feature extraction procedural steps are listed
below:
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Fig. 3. Block diagram of PE-SFCC feature extraction framework.

Fig. 2. Time-frequency representation of speech signal with differ-
ent resolutions. (a) Speech signal. (b)-(f) SFF-TF representations of
speech for a = 0.85, 0.90, 0.95, 0.99, and 0.995 respectively.

1. The SFF-TFR S(k, n) of the pre-emphasized speech signal
is estimated using SFF technique as discussed in subsection
2.1.

2. The Mel frequency warping is carried out to achieve the non-
linear frequency scaling property of the human auditory sys-
tem [19]. The warped spectrum is given by SW (k, n) =
ψm{S(k, n)}. Here ψm represents Mel warping operator.

3. The warped spectrum is further processed using equal loud-
ness pre-emphasis contour [20] to model the non-uniform
sensitivity of human hearing at different frequencies. It is
given by,

SWE(k, n) = ψe{S(k, n)} (8)

here ψe represents equal loudness pre-emphasis operator.

4. To simulate the non-linear relationship between sound inten-
sity and perceived loudness, the power law non-linearity with
exponent 1/5 is operated on SWE(k, n) [21]. This results,

SWEP (k, n) = SWE(k, n)
1/5 (9)

5. Inverse Fourier transform computed for the logarithm of the
power spectrum to realize the cepstral representation. A
13 dimensional cepstral feature representation is obtained
through liftering operation. The cepstral representation of
speech is denoted as,

c(k, n) = IFFT{log{ SWEP (k, n) } } (10)

As PE-SFF gives instantaneous cepstral representation c(k, n), sub-
sampling is done to reduce the feature size [22]. A 39 dimensional
PE-SFCC includes the 13 cepstral coefficients, first and second time
derivatives.

3. EXPERIMENTAL SETUP

In this Section, experimental framework for the aforementioned task
using the proposed feature is discussed.

3.1. UASPEECH Database

The UASPEECH is a publicly available dysarthric speech database
that consists of 16 dysarthric speakers and 13 healthy speakers. From
each speaker, 765 isolated words that include 300 uncommon words
and three repetitions of common words, computer commands, dig-
its, and radio alphabets are recorded. Overall intelligibility of each
dysarthric speaker is measured based on listening tests done with
native listeners. The intelligibility ratings are in the range of 2%
to 95%. Based on the speech intelligibility, dysarthric speakers are
grouped into four categories namely, very low (0-25%), low (25-
50%), medium (50-75%) and high (75-100%) [23]. The speech
data from these dysarthric speaker groups used for the automatic
dysarthric speech intelligibility assessment. In this work, dysarthric
speech utterances correspond to uncommon words are used for test-
ing and the rest of the data used for training. Leave one speaker out
evaluation scheme is considered in the experimentation, so that test
speaker data is not exposed to the trained model.

3.2. Features used in dysarthric speech intelligibility assessment

Dysarthric speech intelligibility assessment has been carried out
using perceptual linear prediction (PLP) features in joint factor
space [24]. In our work, we considered these features as one of the
primary baseline features. As discussed in Section 2, the proposed
PE-SFCC feature representation with SFF frequency step of 20Hz,
values of a = 0.98 and sampling rate fs = 8000Hz is explored for
the dysarthric classification. The performance of PE-SFCC features
is also compared with the following state-of-the-art features:

• Mel-frequency cepstral coefficients (MFCC) computed from
a 20 ms window having an overlap of 5 ms using 512 point
FFT are considered.
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• Multi-taper based spectrum is computed using 7 Thomson
orthonormal tapers [25] from which Mel frequency cepstral
coefficients are estimated. These features are considered as
multi-taper MFCC features.

• Constant Q transform (CQT) [26] is one of the perceptu-
ally enhanced time-frequency representation of speech. The
constant Q cepstral coefficients (CQCCs) are computed by
using an open source Matlab implementation of CQT1. In
computing the CQT, the number of bins per octave is set
to 48, fmin = 100 Hz and fmax = fs/2 Hz. A 39-
dimensional CQCC feature representation is obtained from
the 13-dimensional static features of CQT spectrum.

3.3. The i-vector based classification system

In this work, i-vector with PLDA scoring mechanism is investigated
for dysarthric speech detection and intelligibility assessment. In
this system, a Gaussian mixture model with a universal background
model (GMM-UBM) of 512 mixtures is trained with 10 expectation-
maximization iterations using the TIMIT database. The 100 dimen-
sional T matrix is considered in extracting the i-vectors. The i-vector
dimensions are reduced to 10 by using linear discriminant analysis.
Then, PLDA scoring mechanism is used for classification. This work
uses MSR identity toolbox2 to train UBM and T matrix.

4. RESULTS AND DISCUSSION

Dysarthric speech detection and intelligibility assessment in speaker-
independent conditions is a challenging problem [24]. This work
aims to improve the performance of dysarthric speech detection
and intelligibility assessment in speaker-independent conditions on
UASPEECH database. Firstly, the model is trained to discriminate
dysarthric speech from the healthy speech which is considered as
dysarthric speech detection (DSD) system. Additionally, dysarthric
speech is further classified into different intelligibility groups to
assess the severity. This classification process of severity levels is
considered as dysarthric speech intelligibility assessment (DSIA),
where the model is trained to discriminate different intelligibility
levels of dysarthric speech. It is observed that most of the utterances
from UASPEECH database contain long silence regions and they
are trimmed to 50ms by using SOX toolkit.

The confusion matrix for the DSIA system trained with PE-
SFCC feature is depicted in Fig. 4. From the confusion matrix, it
is concluded that the system is found to be optimally trained without
over-fitting. It is observed that there is a high correlation between
neighboring classes. Out of all the classes, the classification accu-
racy is less for the class “Medium” may be due to the less amount
of training data. The DSD and DSIA systems implemented by us-
ing the experimental setup outlined in Section 3. The results are
shown in Table. 1. It is observed that the proposed feature out-
performed other state-of-the-art features in terms of detection accu-
racy. However, it is observed that the CQCC and multi-taper MFCC
features are nearly comparable to the proposed features in terms of
dysarthric speech detection. The detection accuracy of the DSD sys-
tem is found to be higher than the DSIA system, and this could be
connected to the fact that the dysarthric speech is highly contrast-
ing with healthy speech. Compared to MFCC and PLP features, the

1http://audio.eurecom.fr/content/software
2The MSR identity toolbox has matlab implementations of the GMM-

UBM and state-of-the-art i-vector-PLDA based classification methods.
https://www.microsoft.com/en-us/research/publication/msr-identity-
toolbox-v1-0-a-matlab-toolbox-for-speaker-recognition-research-2/
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Fig. 4. Confusion matrix of DSIA system trained with PE-SFCC
feature set.

multi-taper MFCC, CQCC, and PE-SFCC features performed well
in classifying the dysarthric speech from healthy speech. The better
performance of the proposed feature can be attributed to the per-
ceptual enhancement done on the time-frequency spectrogram. It is
hypothesized that the vocal-tract irregularities of dysarthric speech
are adequately captured in feature representation. Moreover, SFF
spectrum highlights the gross level speech information with good
time-frequency trade-off and avoiding block processing.

Table 1. Comparison between of PE-SFCC and other state-of-the-
art features in DSIA and DSD on UASPEECH database

DSIA system
Accuracy in %

DSD system
Accuracy in %

PLP features 45.55 80.01
MFCC 42.07 78.70

Multi-taper MFCC 50.43 88.79
CQCC 49.14 91.38

PE-SFCC 60.78 93.64

In this work, the intelligibility assessment of dysarthria is done by
using the vocal tract dynamics, derived from SFF time-frequency
representation. In general, dysarthric speech assessment incorpo-
rates the knowledge of vocal tract dynamics, excitation information,
and speech prosody. The combination of PE-SFCC features with
glottal and prosody features may give the balanced intelligibility as-
sessment of dysarthria.

5. CONCLUSIONS

In this paper, proposed a new feature representation named percep-
tually enhanced single frequency filtering based cepstral coefficients
(PE-SFCC) for dysarthric speech classification. This feature set is
formulated from the perceptually enhanced time-frequency distribu-
tion of the speech signal obtained using single frequency filtering
technique. The proposed features representation exploits the audi-
tory perceptual enhancement and good time-frequency resolution of
SFF technique. On experimental evaluation, the objective measures
reveal that the proposed feature set outperformed other state-of-the-
art-features such as MFCC, PLP, multi-taper MFCC, and CQCC fea-
tures for dysarthric speech intelligibility assessment. The PE-SFCC
features achieved 60% and 93% accuracy in dysarthric speech sever-
ity assessment and dysarthric speech detection respectively.
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