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ABSTRACT

Parkinson’s disease (PD) and Amyotrophic Lateral Sclerosis (ALS)
are progressive neurodegenerative diseases which, among other
symptoms, cause dysarthria of speech. To assist the clinical di-
agnosis and treatment of neurological diseases, several studies
have addressed the characterization and classification of healthy
and dysarthric speech. However, most contributions deal with PD
speech, with significantly fewer results presented for ALS speech.
The objective of this paper is to show that ALS speech has a simi-
lar statistical distribution as PD speech, with the complex spectral
coefficients being significantly less super-Gaussian than healthy
speech spectral coefficients. In addition, a method to exploit the
super-Gaussianity of speech signals as a feature to classify healthy
and dysarthric speech is presented and evaluated. The proposed ap-
proach is evaluated on a French database of healthy and dysarthric
(PD and ALS) speech. Experimental results show that the use of
the super-Gaussianity of speech signals yields a significantly higher
classification accuracy than state-of-the-art features such as funda-
mental frequency, jitter, shimmer, harmonics-to-noise ratio, or Mel
frequency cepstral coefficients.

Index Terms— super-Gaussianity, Weibull distribution, SVM,
Parkinson’s disease, Amyotrophic Lateral Sclerosis

1. INTRODUCTION

Due to increasing population numbers and aging, the prevalence of
neurological diseases such as Parkinson’s disease (PD) and Amy-
otrophic Lateral Sclerosis (ALS) is also increasing [1, 2]. The num-
ber of people requiring screening and treatment will continue to
grow in the coming decades, likely putting a strain on the health
care system. To diagnose neurological diseases and evaluate their
progression, neurologists exploit several examinations which asses
different motor and sensory skills. However, such examinations are
subject to the expertise of the neurologist and might be affected
by his familiarity with the patient. A common symptom of PD
and ALS is dysarthria of speech, which results from disturbances
to the muscular control of the movement mechanism necessary for
the execution of speech [3]. Dysarthria affects several components
of the speech production mechanism such as phonation and artic-
ulation, causing the speech of PD and ALS patients to be char-
acterized by imprecise consonants, distorted vowels, harsh voice,
monopitch, monoloudness, and breathiness [4]. To assist the clin-
ical diagnosis and treatment of neurological diseases with objective
tools, there has been a growing interest in the research community
to develop reliable features to characterize and classify healthy and
dysarthric speech [5–20]. While most contributions deal with PD

speech [5–16], significantly fewer results on ALS speech have been
reported [17–20].

Impacted phonation in PD speech has been characterized us-
ing features such as fundamental frequency f0, jitter, shimmer, or
harmonics-to-noise ratio (HNR) [5–8]. These features aim at quan-
tifying the disturbances in the vocal fold vibration as well as the
excessive turbulence due to incomplete closure of the vocal folds.
Impacted articulation on the other hand has been characterized by
assessing the trajectories of the formant frequencies and by comput-
ing measures such as the vowel space area (VSA), vowel articulation
index, consonant spectral trend, or formant centralization ratio [8–
12]. Additionally, vocal tract atypicalities have been successfully
described using Mel frequency cepstral coefficients (MFCCs), lin-
ear prediction coefficients (LPCs), or perceptual LPCs in [8,13–15].
Several of the above mentioned features have also been used to as-
sess impacted phonation and articulation in ALS speech, such as
jitter, shimmer, HNR, and MFCCs in [17,18] or formant trajectories
and VSA in [19, 20].

In [16] we have shown that due to impacted phonation and artic-
ulation, the statistical distribution of PD speech spectral coefficients
differs from healthy speech spectral coefficients. Modeling the dis-
tribution of the spectral coefficients using a Weibull distribution [21],
it has been shown that PD speech is less super-Gaussian than healthy
speech. The objective of this paper is two-fold. First, we show that
this result generalizes to dysarthric speech arising due to other neu-
rological diseases such as ALS. By modeling the global distribution
of the spectral coefficients in each frequency bin, it is shown that
the distribution of PD and ALS speech is very similar and signifi-
cantly less super-Gaussian than healthy speech. Second, we evaluate
a method to exploit the super-Gaussianity of speech signals for au-
tomatic classification of healthy and dysarthric speech. It is shown
that using the super-Gaussianity of speech spectral coefficients as a
feature in a support vector machine (SVM) for classification yields a
high performance, significantly outperforming using state-of-the-art
features such as f0, jitter, shimmer, HNR, or MFCCs.

2. SUPER-GAUSSIANITY OF
SPEECH SPECTRAL COEFFICIENTS

Empirical observations have shown that the distribution of the com-
plex healthy speech spectral coefficients is super-Gaussian [22–24].
Super-Gaussianity of the speech spectral coefficients arises due to
pauses between phonemes and due to formant transitions in voiced
sounds. However, dysarthric speech caused by PD and ALS is
characterized by imprecise consonants, harsh voice, monopitch,
monoloudness, and breathiness [4]. Our hypothesis is that i) these
characteristics result in a spectro-temporal smearing of the energy
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of the speech signal in the short-time Fourier transform (STFT)
domain for both PD and ALS patients; ii) this excessive smeared en-
ergy fills in the pauses between phonemes and formant transitions,
resulting in PD and ALS speech spectral coefficients being less
super-Gaussian than healthy speech spectral coefficients; and iii)
the super-Gaussianity of the spectral coefficients can be successfully
used to automatically classify healthy and dysarthric (PD or ALS)
speech. To verify this hypothesis, one should model the distribution
of the speech spectral coefficients and assess their super-Gaussianity.

To model the magnitude of speech spectral coefficients, several
distributions have been used in the literature. In [22, 23, 25], the
magnitude of spectral coefficients has been modeled using a Gamma
distribution or a Chi distribution. In [16, 24], a Weibull distribution
has been used. The Weibull distribution is characterized by a shape
parameter and it has been shown that smaller shape parameter val-
ues describe more super-Gaussian distributed complex spectral co-
efficients [24]. In this paper, the global distribution of the magnitude
of the speech spectral coefficients is modeled using the Weibull dis-
tribution. However, it should be noted that the presented results and
conclusions can also be derived using the Gamma or Chi distribu-
tions. In the remainder of this section, the Weibull distribution is
briefly reviewed and the maximum likelihood (ML) estimation pro-
cedure of the shape parameter is briefly discussed. For additional
details on the distribution model and the ML estimation procedure,
the reader is referred to [16].

Speech spectral coefficients are denoted by Sk(l), with k the fre-
quency index and l the frame index. In addition, λ2

k denotes the av-
erage speech power spectral density (PSD), i.e., λ2

k = E{|S(k)|2},
with E the expected value operator. Modeling the magnitude of the
spectral coefficients |Sk| using a Weibull distribution results in the
probability density function [16, 21, 24]

p(|Sk|) =
βk
αk

(
|Sk|
αk

)βk−1

e
−
( |Sk|
αk

)βk
, (1)

where βk denotes the shape parameter and αk denotes the scale pa-
rameter. The scale parameter αk can be expressed in terms of the
average PSD λ2

k and shape parameter βk as

αk =
λk√

Γ
(

1 + 2
βk

) , (2)

with Γ(·) denoting the gamma function [26]. For βk < 2, the
Weibull distribution models super-Gaussian distributed complex
spectral coefficients, with lower values of βk corresponding to more
super-Gaussian distributed complex spectral coefficients [24]. In
order to estimate the shape parameter βk, an ML estimator is used in
this paper. Given the speech spectral coefficients at frequency index
k, i.e., Sk(1), Sk(2), . . . , Sk(L), with L the total number of
frames, an ML estimate of the shape parameter βk can be obtained
by solving the optimization problem

min
βk

[
L log βk − Lβk logαk

+ (βk − 1)

L∑
l=1

log |Sk(l)| −
L∑
l=1

(
|Sk(l)|
αk

)βk ]
, (3)

with αk given by (2). Since no analytical solution to (3) exists, an
iterative optimization technique should be used. In this paper, the
one-dimensional quasi-Newton method is used.

3. RESULTS AND DISCUSSION

In this section, empirical analyses of the distribution of spectral coef-
ficients for healthy and dysarthric speech arising due to PD and ALS
are presented. In addition, statistical significance analyses are con-
ducted to compare the mean shape parameter values across healthy
speakers, PD patients, and ALS patients. Finally, classification re-
sults for healthy and dysarthric speakers are presented. We investi-
gate two methods for constructing the feature vector for the classifier,
i.e., i) using the Weibull shape parameter values from all frequencies,
and ii) using the Weibull shape parameter values only from those fre-
quencies where there is a statistically significant difference between
the mean shape parameter values of healthy and dysarthric speakers.
Frequencies with a statistically significant difference are determined
on a training set.1 Classification results using the proposed feature
vectors in an SVM are compared to using state-of-the-art features
such as the statistics of f0, jitter, shimmer, HNR, and MFCCs.

3.1. Databases and preprocessing

For dysarthric speech recordings arising due to PD, we consider
French recordings of 10 PD patients (6 males, 4 females) from [27],
with all speakers being French native speakers.2 The age of the PD
patients ranges from 47 to 70 years old, with the average age being
60 years old.

For dysarthric speech recordings arising due to ALS, we con-
sider French recordings of 10 ALS patients (5 males, 5 females)
from the University of Geneva, with all speakers being French na-
tive speakers. The age of the ALS patients ranges from 56 to 81
years old, with the average age being 72 years old.

Finally, for healthy speech recordings, we consider French
recordings of 20 healthy speakers (9 males, 11 females) from [28],
with all speakers being French native speakers. The age of the
healthy speakers ranges from 30 to 82 years old, with the average
age being 56 years old.

The sampling frequency of all recordings is 44.1 kHz. The
data has been recorded based on the MonPaGe speech protocol [28],
where (among other tasks) patients are asked to read samples from a
list of pseudo-words, i.e., strings of characters resembling real words
but having no meaning. To discard possible differences in the com-
puted features due to possibly different speech content, we consider
only the common pseudo-words among all speakers, i.e., pseudo-
words that are uttered by all speakers. The number of such common
pseduo-words is 25. Concatenating all common pseudo-words for
each speaker yields a signal with an average length of 20.5 s for the
PD patients, 20.6 s for the ALS patients, and 19.1 s for the healthy
speakers.

All recordings are downsampled to 16 kHz and manual voice
activity detection is performed to extract the speech-only segments.
Since the loudness level across different recording sessions might
not have been kept constant (possibly influencing the computed fea-
tures), each pseudo-word is normalized to a root mean square level
of −30 dB. The signals are processed in a weighted overlap-add
STFT framework using a tight analysis window with a frame size of
256 samples and an overlap of 50%.

1It should be noted that such a method for constructing the feature vector
can be considered as a feature dimensionality reduction technique.

2Approval from Swissethics, number 2015-0002800 – (15-258)
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Fig. 1. Frequency-dependent Weibull shape parameter averaged
across 20 healthy speakers, 10 PD patients, and 10 ALS patients.
Shape parameters for each speaker are estimated from a signal of
25 pseudo-words, with an average length of 19.1 s for the healthy
speakers, 20.5 s for the PD patients, and 20.6 s for the ALS patients.

3.2. Super-Gaussianity of healthy, PD, and ALS speech spectral
coefficients

In this section, the super-Gaussianity of the spectral coefficients for
different groups of speakers is compared. The Weibull shape pa-
rameters for each speaker are computed as following. For each fre-
quency index k, spectral magnitudes |Sk(1)|, |Sk(2)|, · · · , |Sk(L)|
are extracted and the average speech PSD λ2

k is computed. The scale
parameter αk is expressed in terms of the average speech PSD λ2

k

and of the shape parameter βk using (2). The ML estimate of the
frequency-dependent shape parameter βk is then obtained by solv-
ing (3). To initialize the iterative minimization procedure, βk = 2
is used. Taking into account only half of the spectrum, the shape
parameter vector is a 129-dimensional vector.

Fig. 1 depicts the frequency-dependent shape parameter values
averaged across all healthy speakers, PD patients, and ALS pa-
tients. It can be observed that as expected, the distribution of speech
spectral magnitudes is closer to an exponential distribution than to
a Rayleigh distribution (i.e., βk < 1), independently of whether
healthy or dysarthric speech is considered. In addition, it can be
observed that the shape parameters are smaller for healthy speech
than for dysarthric PD or ALS speech, i.e., healthy speech is more
super-Gaussian than dysarthric speech, independently of the neuro-
logical disease causing the dysarthria. This difference between the
shape parameter values is particularly large at low frequencies. At
higher frequencies, the spectral coefficients reflect mainly recording
noise, and hence, the estimated shape parameters do not neces-
sarily describe the distribution of the speech spectral coefficients.
Finally, it can be observed that the shape parameter values for PD
and ALS speech are very similar (particularly at low frequencies),
showing that dysarthric speech has a similar statistical distribution
and a similar super-Gaussianity, independently of the neurological
disease causing the dysarthria.

To determine whether the previously discussed results are statis-
tically significant, a statistical analysis is conducted. Shapiro-Wilk
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Fig. 2. Independent samples t-test comparing the mean Weibull
shape parameters between healthy speakers and PD patients, healthy
speakers and ALS patients, and PD patients and ALS patients. The
selected statistical significance threshold pth = 0.001 is also de-
picted.

tests [29] indicate that the shape parameter values for the consid-
ered groups of speakers are normally distributed. To compare the
difference in mean shape parameter values between two groups of
speakers, an independent samples t-test is conducted. The differ-
ence for each frequency is assessed for healthy speakers and PD pa-
tients, healthy speakers and ALS patients, and PD patients and ALS
patients. Fig. 2 depicts the obtained p-values (in logarithmic scale)
for each frequency and each comparison. In addition, the selected
threshold p-value pth = 0.001 is also depicted. For p < pth, we
consider there to be a statistically significant difference between the
compared mean shape parameters. It can be observed that the dif-
ference in shape parameter values between healthy and dysarthric
speakers is statistically significant for frequencies below (approxi-
mately) 4 kHz. In addition, it can be observed that as expected, the
difference in shape parameter values between PD and ALS patients
is not significant for any frequency.

In summary, the presented results show that the distribution of
PD and ALS speech is very similar and significantly less super-
Gaussian than healthy speech. Furthermore, the presented results
show that the frequency-dependent shape parameter (particularly at
lower frequencies dominated by speech) can be a robust feature to
discriminate between healthy and dysarthric speech arsing due to PD
or ALS.

3.3. Classification of healthy and dysarthric speech

In this section we evaluate the performance of a classifier aiming
to discriminate between healthy and dysarthric speech based on the
super-Gaussianity of the spectral coefficients. It should be noted that
dysarthric speech refers to both PD and ALS speech and that we do
not aim to discriminate between the different neurological diseases.

As in [5, 6, 12–14, 17, 18], classification is done using an SVM
with a radial basis kernel function. The validation strategy is a strat-
ified 5-fold cross validation, ensuring that each fold has the same
number of healthy and dysarthric speakers. Features are normalized
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Table 1. Classification results of healthy and dysarthric (PD and
ALS) speakers using different feature vectors.

Performance [%] Accuracy Sensitivity Specificty

f0 65.0± 16.6 75.0± 27.4 55.0± 33.2
Jitter 62.5± 7.9 45.0± 18.7 80.0± 18.7
Shimmer 87.5± 0.0 85.0± 12.2 90.0± 12.2
HNR 80.0± 12.7 90.0± 12.2 70.0± 24.5
MFCCs 77.5± 9.4 90.0± 12.2 65.0± 20.0
β 92.5± 10.0 90.0± 12.2 95.0± 10.0
βp 95.0± 6.1 95.0± 10.0 95.0± 10.0

using the mean and standard deviation of the training data in each
fold. The classification performance is evaluated in terms of the
mean and standard deviation of the accuracy, sensitivity, and speci-
ficity on the test set across all folds. Accuracy refers to the percent-
age of correctly classified speakers, sensitivity refers to the percent-
age of correctly classified dysarthric speakers, and specificity refers
to the percentage of correctly classified healthy speakers. To select
the soft margin constant C and the kernel width γ for the SVM, a
grid search is performed with C, γ ∈ {10−1, 100, 101, 102}. The
final hyper-parameters are selected as the ones resulting in the high-
est mean test accuracy. Such a selection criterion might yield final
performance estimates that are over-optimistically biased. However,
our ultimate goal is to compare the relative performance differences
between using different features, with the absolute performance val-
ues being less important.

As previously mentioned, the classification performance is an-
alyzed for two different methods of constructing the feature vector
based on the shape parameter. First, the feature vector is set to be
the 129-dimensional shape parameter vector across all frequencies.
Second, only shape parameters from those frequencies with a statis-
tically significant difference between healthy and dysarthric speak-
ers are used. The significance threshold is set to pth = 0.001 and the
significance analysis is done using the healthy and dysarthric speak-
ers in the training set in each fold. As a result, the dimension of the
shape parameter feature vector might slightly change depending on
the speakers in the training set. For the results presented in the fol-
lowing, this vector is on average (across all folds) a 75-dimensional
vector. To compare the proposed features to state-of-the-art features,
we also compute f0, jitter, shimmer, HNR, and 14 MFCCs using the
open-source toolkit openSMILE [30]. Feature vectors are then con-
structed using four functionals for each quantity, i.e., mean, standard
deviation, kurtosis, and skewness. Hence, the feature vectors for
f0, jitter, shimmer, and HNR are 4-dimensional vectors, whereas the
feature vector for MFCCs is a 56-dimensional vector (14 MFCCs ×
4 functionals).

Table 1 presents the accuracy, sensitivity, and specificity of
the SVM using the different considered feature vectors. The vec-
tor β denotes the 129-dimensional shape parameter feature vector,
whereas the vector βp denotes the 75-dimensional shape parameter
feature vector. It can be observed that the proposed features β and
βp result in a very high classification performance, with an accuracy
of 92.5% and 95.0% outperforming all considered state-of-the-art
features. In addition, using βp outperforms all considered state-
of-the-art features in terms of sensitivity and specificity as well.
Using βp instead of β yields an accuracy increase of 2.5% and a

sensitivity increase of 5.0%, showing that reducing the dimension of
the feature vector based on the statistically significant differences is
beneficial for the classifier. It should be noted that further analyses
(not presented here due to space constraints) have shown that for all
considered feature vectors, the number of miss-classified PD or ALS
patients is very similar. These analyses confirm that the considered
features characterize dysarthric speech similarly, independently of
the neurological disease causing it.

In summary, the presented results confirm that the classifica-
tion methodology proposed in this paper is more accurate than the
considered state-of-the-art approaches in classifying healthy and
dysarthric French speech arising due to PD or ALS.

4. CONCLUSION

In this paper the statistical distribution of the speech spectral coeffi-
cients in ALS patients has been compared to the distribution of PD
and healthy speech spectral coefficients. It has been shown that ALS
speech has a similar statistical distribution as PD speech. In addition,
it has been shown that due to imprecise consonants, distorted vowels,
harsh voice, monopitch, monoloudness, and breathiness, both ALS
and PD speech are significantly less super-Gaussian than healthy
speech. To classify healthy and dysarthric (PD or ALS) speech, it
has been proposed to construct a feature vector using the Weibull
shape parameters from frequencies with a statistically significant dif-
ference between the mean shape parameter values of healthy and
dysarthric speech. On a French database of healthy, PD, and ALS
speech, it has been shown that using the proposed feature vector in
an SVM yields a high classification accuracy, significantly outper-
forming considered state-of-the-art feature vectors such as the fun-
damental frequency f0, jitter, shimmer, HNR, or MFCCs.
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