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ABSTRACT

We introduce speech and text autoencoders that share encoders and
decoders with an automatic speech recognition (ASR) model to im-
prove ASR performance with large speech only and text only train-
ing datasets. To build the speech and text autoencoders, we leverage
state-of-the-art ASR and text-to-speech (TTS) encoder decoder ar-
chitectures. These autoencoders learn features from speech only and
text only datasets by switching the encoders and decoders used in
the ASR and TTS models. Simultaneously, they aim to encode fea-
tures to be compatible with ASR and TTS models by a multi-task
loss. Additionally, we anticipate that TTS joint training can also
improve the ASR performance because both ASR and TTS models
learn transformations between speech and text. The experimental
result we obtained with our semi-supervised end-to-end ASR/TTS
training revealed reductions from a model initially trained with a
small paired subset of the LibriSpeech corpus in the character error
rate from 10.4% to 8.4% and word error rate from 20.6% to 18.0%
by retraining the model with a large unpaired subset of the corpus.

Index Terms— speech recognition, semi-supervised learning,
autoencoder, encoder-decoder

1. INTRODUCTION

End-to-end automatic speech recognition (ASR) [1], [2] and text-to-
speech (TTS) [3], [4] models have a lot in common. Their archi-
tectures are both encoder-decoder [5] with attention mechanism [6].
Both tasks learn transformations between speech and text features
directly. For example, the ASR model does “speech-to-feature-to-
text” and the TTS model does “text-to-feature-to-speech”, where the
speech is often a log Mel filterbank sequence, the feature is an out-
put of the encoder networks, and the text is a sequence of character
ids. They do not need the hand-crafted lexicons (e.g., a pronunci-
ation dictionary) or complex decoding procedures used in the non
end-to-end ASR [7] and TTS [8] systems.

While the above end-to-end systems achieved comparable ASR
performance [9] or TTS quality [4] to human beings when their
supervised training datasets are sufficiently large, the performance
degrades significantly when the dataset is small [9]. Hence, many
previous works [10]-[14] aimed to improve the ASR performance
with smaller paired and larger unpaired training datasets, where
“paired” means a supervised pair consisting of speech and corre-
sponding transcribed text, and “unpaired” means speech only or text
only unsupervised data.

For non end-to-end ASR models, unsupervised learning of the
speech only or text only data could be achieved using e.g., a re-
stricted Boltzmann machine (RBM) [11], [15] and a language model

978-1-5386-4658-8/18/$31.00 ©2019 IEEE

6166

(LM) integration [16], [17]. However, these approaches are not able
to learn ASR from speech only and text only data simultaneously,
in other words, not able to learn a common representation between
these modalities. Although the end-to-end ASR models also have
succeeded in the LM integration [1], [12], but we still demand for
the unsupervised learning method with speech only data. One of
the effective approach to train the ASR model with speech only and
text only data jointly is a TTS integration [13] that aims to generate
paired speech and text data from unpaired speech and text for train-
ing the ASR and TTS models each other. It builds speech and text
autoencoders by chaining ASR into TTS or TTS into ASR models in
serial. It reports that the joint training the autoencoders with speech
only or text only datasets improved the ASR performance. How-
ever, obviously, this approach needs large machine resource because
its unrolled computation graph is at least twice larger than ones for
each ASR and TTS model individually.

Instead of the chain of ASR and TTS models in serial, our
method switches ASR and TTS components in parallel that makes
the computation graph as short as each ASR and TTS model. As
unsupervised models to exploit the unpaired data in a fully end-to-
end manner, we introduce speech and text autoencoders built by
switching the encoders and decoders employed in ASR and TTS
models. In other words, the speech autoencoder consists of the ASR
model’s speech encoder and the TTS model’s speech decoder, while
the text autoencoder consists of the TTS model’s text encoder and
the ASR model’s text decoder. This switching mechanism assumes
that the ASR and TTS models can be combined in a common latent
space because they are designed to encode speech/text and decode
text/speech, respectively. To ensure this assumption, in addition
to the ASR, and speech/text autoencoder loss functions, our semi-
supervised objective minimizes distance between two distributions
of encoded speech and text features, which we call “inter-domain
loss”. This switching mechanism using an encoder-decoder and an
autoencoder with the inter-domain loss is succeeded in unsupervised
image-to-image [18] or machine translation [19]. For the ASR task,
we anticipate that the unsupervised training for speech-to-feature
and feature-to-text transformation by the autoencoders improves
speech-to-feature-to-text transformation in the ASR model when
they share these transformations and latent space. This kind of loss
function to obtain the common latent space is also known as “in-
variant representation learning” in the encoder decoder based robust
ASR [20]. Additionally, we incorporate TTS loss into the multi-
task loss to help the ASR model learn the transformation because
both the intermediate features in the ASR and TTS models can be
common between speech and text in our framework.

This study describes two major changes from previous semi-
supervised end-to-end methods [10], [14]. First, while the previous
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methods only have the ASR model and text autoencoder, our new
method combine four neural networks; the ASR model, TTS model,
speech autoencoder, and text autoencoder. Note that, unlike [10],
speech and text encoders do not share output layers anymore because
we combine the different state-of-the-art architectures in ASR [21]
and TTS [4] into our joint training framework.

Second, we use new inter-domain loss based on “maximum
mean discrepancy” (MMD), which is kernel-based distance between
two distributions [22]. In our previous framework, the inter-domain
loss was Gaussian Kullback-Leibler (KL) divergence, which as-
sumes that encoded speech and text distributions are Gaussians and
requires unstable matrix inverse computation. We found that MMD
is a more stable method because it is nonparametric and does not
require density estimation.

‘We summarize our contributions below:

e We extend our previous semi-supervised end-to-end ASR
method [10] so that we can exploit more speech and text
datasets with TTS and autoencoders.

e Our proposed MMD based inter-domain loss is more stable
and performs better than the KL based loss proposed in [10].

e Our system reduced the character error rate (CER) from
10.4% to 8.4% and word error rate (WER) from 20.6% to
18.0% with the small paired data TTS joint training and large
unpaired data autoencoding in the LibriSpeech corpus [23].

2. PRELIMINARY

In this section, we describe our implementation of the ASR and TTS
models that can be trained jointly in our proposed system.

2.1. End-to-End Speech Recognition

In this paper, the architecture of our end-to-end ASR model is based
on [12]. The ASR model is an encoder-decoder that consists of two
parts called “encoder” and “decoder” networks [5]. A speech en-
coder enc™ (-) consists of one VGG layer [24] and four bidirectional
long short-tem memory (BLSTM) with projection layers. The en-
coder receives an utterance consisting of a sequence of 80 dim log
Mel filterbank x € R°* 80 where S is the number of speech frames,
and transforms it into an intermediate representation h* € RS’ xU
where S’ is the number of sub-sampled speech frames and U is the
size of the encoded speech feature vector.

A text decoder network dec (-) consists of one embedding
layer, one unidirectional LSTM layer with location based atten-
tion [1], and one fully connected layer. The decoder predicts the
current token y; in a symbol (e.g., character, subword, word) set
{‘a’, ‘b’,...,<EOS>} using the encoder’s output h¥, the de-
coder’s state vector g; and the previous token y;_1. We describe
this processing pipeline as follows:

h* = enc™ (x), (1)
[Pr(ytlytflvhx)vgz,] = decy(ytflahx7gty—1)a (2)
where the initial state of the text decoder is gg = 0. For simplicity,

in the remainder of this paper, we omit the state g7 and describe
ASR loss in a sequence form as follows:

Lasr = —log Pr(y|h™) = —logdec” (y,enc™ (x)), (3)

where y = [y1, %2, ..., ¥|y|] is a predicted text, and |y| denotes the
length of y. Note that the decoder emits an <EOS> token when it
predicts the end of a sequence.

2.2. End-to-End Text-to-Speech

The architecture of the end-to-end TTS model used in this paper
is based on Tacotron2 [4], which consists of encoder and decoder
networks as with the ASR model described in Section 2.1. Its text
encoder enc” (-) converts the character sequence y into an interme-
diate representation h*” € RT*Y where T is the length of character
ids. enc¥ (-) is composed of one embedding layer, three convolution
layers and one BLSTM layer. Note that the encoded text vector size
U is equal to the encoded speech vector. This configuration enables
us to train the speech and text encoders jointly with the inter-domain
loss described in the next section.

The speech decoder dec® predicts the next speech the log Mel
filterbank frame x from the encoded text input hY, the previous
frame x;_1, and the state vector gf . The speech decoder network
dec™ (-) consists of two subnetworks. The first is called “pre-net”
and it receives the previous state vector g2 ; and the previous target
speech frame x,_1 during training. Then it emits the state vector
gX, the next speech frame xP™ and binary flag b to halt the se-
quence generation. The pre-net is composed of a two-layer feedfor-
ward network with ReLU activation, three unidirectional LSTM lay-
ers with location based attention [1], and two output linear layers for
the next speech frame and binary flag, respectively. The second sub-
network is a 5-layer convolutional network called “post-net”, which
adds residual vectors as post processing on the pre-net prediction x/,
to achieve a more realistic log Mel filterbank x°%*. We describe this
TTS pipeline as follows:

Y (¥), @

[esx7e, x2 g | = doc* (xom1, B 820), ()

where the initial state of the text decoder is g& = 0. For simplicity,
we describe a sequence form of Eq. (5) as

[b, XPrc7 XPOSt} — decX (X, hY) (6)

Finally, we define the TTS loss Taco(-) proposed in [25] that in-
cludes binary cross entropy for the flag b, and L1 [26] / L2 [4] norm
for speech errors as follows:

Lrrs = Taco(x, dec™ (enc” (y))) (7)

>(r v

n=1 X,’; E{xp!'e’xpust}

|xs — x5|" — log Pr(bs)

3. PROPOSED SEMI-SUPERVISED METHOD

Figure 1 shows the basic pipeline of our proposed method for semi-
supervised learning to train speech and text autoencoders jointly
with the ASR and TTS tasks in previous sections. Algorithm 1 de-
fines in detail the procedure inside the pipeline.

First, our system samples a paired speech/text Z, unpaired
speech X and text Y minibatches and it encodes them using speech
and text encoders from the ASR and TTS models. Then we obtain
the inter-domain loss L4om between encoded features of paired
speech H*X " and text H”', and also between encoded unpaired
speech HX and text HY . As unsupervised learning, speech and text
decoders from the ASR and TTS models reconstruct the unpaired
speech X and text Y from the encoded speech H* and text H” and
we compute their speech and text reconstruction errors Lsag, LTak.
At the same time, as supervised learning, the decoders also predict
paired speech and text Z from encoded features of paired speech
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Fig. 1. Joint training pipeline of ASR and TTS models.

HX' and text HY and we compute their ASR and TTS errors
Lasr, LTTs as described in the previous section. Finally, as joint
optimization of these tasks, our system optimizes parameters of the
ASR and TTS models to minimize the semi-supervised loss that is a
weighted sum of Ldom, LSAE, LTAE, Lasr, and Lrrs.

The reminder of this section describes more details of the
speech/text autoencoder loss Lsaw, Ltag and inter-domain loss
Lgom for unsupervised learning.

3.1. Autoencoder loss

The speech and text autoencoders reconstruct the input speech and
text through their encoded feature, respectively, and they aim to min-
imize their reconstruction errors between the inputs and their de-
coded outputs. As the text autoencoder (TAE) loss, we use cross
entropy loss

Lrag = —log Pr(y) = —logdec” (enc” (v)), ®)

as well as the previous method [10]. ASR cross entropy loss defined
by Eq. (3), and inter-domain loss. In addition, we newly introduce a
speech autoencoder (SAE) loss

Lgag = Taco(x, decX(encX (%)) 9

based on the TTS loss Lrrs defined by Eq. (7). Note that unlike the
previous method [10], our new method simply switches encoders
and decoders from speech or text to speech to text without sharing
layers in the speech and text encoders because ASR and TTS mod-
els have different output layers in encoder networks, for example,
BLSTM with projection in the speech encoder and BLSTM without
projection in the text encoder.

3.2. Inter-domain loss

We use the inter-domain loss as dissimilarity between distributions
of encoded speech H* and text HY . It enforces speech and text
encoders to map inputs into the common latent space for switching
the decoders. In [10], we used Gaussian KL divergence as the inter-
domain loss

Laom = KL (H™)|IN(H™)), (10)

where A/(-) is a multivariate Gaussian with empirical mean and co-
variance on the minibatch input. However, as regards the stability of

Algorithm 1 Semi-supervised ASR training algorithm using TTS
and autoencoders.

1: unpaired speech and text datasets: X', .
2: paired speech-text dataset: Z.
3: learning rates: ., ATTS, ASAE; CTAE; C“dom-
4: parameters of speech/text encoder, speech/text decoder: X, &Y, 0% @Y.
5: procedure TRAIN(DX , Y, 0% 0Y)
6:  fori=1,2,..., max(#X, #Y, #2) do
7T: > sample unpaired minibatches
8: X~X, Y ~Y
9: > sample one paired minibatch
10: Z~Z
11: > encode minibatches
12: HX :{encx(x)|x€X},HY = {ency(y)\yEY}
13: X' = {encx(x/)|(x’,y/) EZ}
14: Y = {ency(y/)|(x/,y/) € Z}
15: > inter-domain loss
16: if use KL then
! !
17: Laom = KL (HY)[|IN(HY)) + KL (HX)|IV(HY))
18: else if use MMD then , ,
19: Laom = MMD(HX, HY) + MMD(HX | HY")
20: else
21: Liom =0
22: end if
23: > autoencoder loss
24: Lsar = Y. Taco(x,dec” (enc* (x)))
xeX
25: Lrag = — Y logPr(y)
yEY
26: > supervised loss
27: Lasr =— > logPr(y’|x)
x'\y'ez
28: Lrrs = Y Taco(x’,dec™ (enc¥ (y')))
(x'.yHez
29: > multi task semi-supervised loss
30: L = Lasr + arrsLrrs + asagLlsag + artaglrae +
@dom Lidom
31: > update parameters
32: for = € {%, 0¥, 6%,0" } do
33: Z + Adam, (=, 9%)
34: end for
35: end for

36: end procedure

Gaussian KL, we found that its computation of the covariance matrix
inverse sometimes become unstable in our experiment.

Therefore, we introduce more stable inter-domain loss using
kernel based distance called maximum mean discrepancy (MMD).
MMD is a statistic used to measure the difference between two
distributions [22]. Let minibatches of paired or unpaired encoded
speech and text features HX € R#*X*U and HY e R#¥YXU
where # X, #Y, and U are the number of samples in a speech/text
minibatch and encoded the feature size described in Section 2.1, 2.2,
respectively. In our system, we compute the MMD between encoded
speech/text minibatches by using Gaussian kernel in [22] as follows:

#X #X U

mx =SSN N H,

i=1 j=1 k=1
#Y #Y U

my =33 > HiWH,

i=1 j=1 k=1

#X #X Uy
E Z eXp (Z Hi,kHj,k - mX)

foy = ZLI=1 k=1
X #X2 5
#Y #Y U
T 5 e (z HY HY — my)
fy — =Li=1 k=1 '
Y — #Y2 5
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MMD(H™,H) = kx — 2kx.y + ky. (11)
Because this definition has simple operations only, MMD is more
stable than Gaussian KL. Furthermore, MMD can be dissimilarity
between any distribution because it does not need for a density esti-
mation, while Gaussian KL only works as dissimilarity between nor-
mal distributions. In our preliminary experiment on the WSJ corpus,
the MMD resulted in a CER 13.9% while it was 14.4% for KL [10]".

4. EXPERIMENT

4.1. Settings

We used the LibriSpeech [23] corpus to investigate our method in
this experiment because it has strong baselines for character based
ASR and TTS models in ESPnet [21]. Weused t rain_clean_100
as a supervised training dataset and dev_clean_100 as a vali-
dation dataset for ASR and TTS baseline systems. Because Lib-
riSpeech has multiple speakers, we concatenated pretrained X-
vector [27]° based speaker embedding into the speech decoder input.
In addition, we used speech only data from train_clean_ 360
and and text only data from train_other_500 as unsupervised
training datasets for speech autoencoding and text autoencoding,
respectively. We also used this internal text only dataset or exter-
nal text dataset 1ibrispeech-1lm-norm.txt.gz for training
character and word based LMs. Note that the number suffix in the
dataset name indicates recording time in hours.

First, we pretrained the supervised ASR and TTS models with
only paired dataset train_clean_100 by ESPnet’s recipes un-
til their convergence. We regard this pretrained ASR model as the
baseline ASR system. Then, we retrained the baseline models using
the Adam optimizer [28] with a minibatch size of 64 and a learning
rate @ = 107° for 10 epochs. We searched for the multi-task loss
weights arTs, asar, arag in Algorithm 1 from {0.1,1.0,10.0}
during training and LM weight from {0.1,0.2,0.3,0.5} during de-
coding, respectively. We searched the best training and decoding
settings by monitoring the WER of dev_clean. Note that as de-
scribed in Algorithm 1, it is important to sample alternately from
paired and speech/text only datasets to make paired and unpaired
training updates balanced. When we sampled data in proportion to
the number of samples in paired/speech-only/text-only datasets, the
ASR performance became worse than that of the pretrained baseline
model because the numbers of training updates were unbalanced. To
provide more details, we will share our public source code.

4.2. Results

Table 1 summarizes the CER/WER obtained with the LibriSpeech
test_clean dataset. A checkmark “v"” in the table indicates the
loss functions trained jointly with the ASR loss for each system.
Unlike the results obtained with WSJ [10], we observed clear im-
provements by joint decoding with LMs. The word based RNNLM
recently proposed in [29] that learned the external data (ext LM)

'For more details, see https://github.com/nttcslab-sp/
espnet-semi-supervised

2For more details, see https://david-ryan-snyder.github.
10/2017/10/04/model_srel6_v2.html

Table 1. Character/word error rate (CER/WER) on dev_clean
and test_clean of LibriSpeech. Note that we used only
train_clean_100 as a paired ASR/TTS dataset.

multi-task loss dev clean test clean

ASR TTS SAE TAE CER/WER CER/WER

baseline v - - - 14.1/26.2 15.0/25.0
+ char LM v - - - 12.2/22.8 11.9/22.5
+ word LM v - - - 12.1/21.3 11.7/22.0
+ext LM v - - - 10.3/20.6 10.4/20.6
+ KL v v - - 9.6/19.4 9.5/19.2
v - v - 11.6/21.8 12.0/22.1

v - - v 10.3/19.7 10.5/19.9

v v v v 12.2/21.8 12.1/21.8

+MMD v v - - 9.6/19.1 9.5/18.9
v - v - 9.2/18.9 8.7/184

v - - v 9.4/18.9 9.0/18.4

v v v 8.9/18.5 8.4/18.0

achieved the better result than word based RNNLM (word LM) and
the character based LM (char LM) that learned the internal text only
data. This baseline system using the ext LM results in the CER of
10.4% and WER of 20.6%. Since the LM is unsupervised model
using the text only dataset, our proposed system also used this ext
LM for decoding. We observed further decreases in CER/WER with
every task combination for semi-supervised training with the MMD
based loss, while the KL-based loss especially using SAE degraded
CER/WER. Finally, our proposed method using all the tasks with
MMD provided the best CER of 8.4% and WER of 18.0%.

Altough the TTS loss only leveraged the small paired dataset, it
improved the ASR performance as well as other unsupervised loss
functions. This result indicates that the latent feature between ASR
and TTS can be common. However, while the ASR loss decreased
significantly during the TTS joint training, the TTS loss did not de-
crease from that of the baseline TTS model when it was combined
with the ASR model. We expect that the TTS loss can be traded off
against the ASR loss or a regularization term that helps the encoded
feature to become common for both speech and text. Otherwise,
we need to initialize the TTS model by a single speaker task as de-
scribed in [13]. Overall, we confirmed that MMD was more stable
and results lower CER/WER than KL. One plausible reason for the
degradation in KL with the SAE is the instability of the matrix in-
verse that we observed some warnings from LAPACK. Note that,
this computation had no problem in the previous experiment in [10]
but it lacks of the SAE.

5. CONCLUSION

In this study, we proposed extensions of the semi-supervised end-
to-end ASR. It can exploit 100 hours of paired speech/text, 300
hours of speech only and 460 hours of text only data with the TTS
model, speech and text autoencoders. Through experiments, our
semi-supervised model with MMD based inter-domain loss reduced
the CER/WER from 10.4/20.6% to 8.4/18.0%. In future work, we
plan to extend the proposed approach to fully unsupervised ASR.
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