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ABSTRACT

Speech signal contains intrinsic and extrinsic variations such
as accent, emotion, dialect, phoneme, speaking manner,
noise, music, and reverberation. Some of these variations
are unnecessary and are unspecified factors of variation.
These factors lead to increased variability in speaker repre-
sentation. In this paper, we assume that unspecified factors of
variation exist in speaker representations, and we attempt to
minimize variability in speaker representation. The key idea
is that a primal speaker representation can be decomposed
into orthogonal vectors and these vectors are recombined by
using deep neural networks (DNN) to reduce speaker repre-
sentation variability, yielding performance improvement for
speaker verification (SV). The experimental results show that
our proposed approach produces a relative equal error rate
(EER) reduction of 47.1% compared to the use of the same
convolutional neural network (CNN) architecture on the Vox-
Celeb dataset. Furthermore, our proposed method provides
significant improvement for short utterances.

Index Terms— speaker verification, speaker embedding,
orthogonal vector pooling, deep learning, CNN

1. INTRODUCTION

Speaker verification (SV) is a technique to verify whether a
speaker is enrolled for a given utterance. Recently, speaker
verification has been used as a voice wake-up and authen-
tication system. In particular, the high reliability should be
ensured in authentication system. At Samsung electronics,
we are interested in text-dependent speaker verification with
the keyword “Hi Bixby” and a user-defined keyword which
is used in the enrollment and evaluation phases. To improve
the performance, we should investigate short utterances and
phonetic variability to accommodate user-defined keywords.

Gaussian mixture model with universal background
model (GMM-UBM) is a method for modeling a specific
speaker model using the maximum a posteriori (MAP) adap-
tation [1]. Gaussian mixture model with support vector
machine (GMM-SVM) technique was also used to model
speaker supervectors [2]. Most speaker verification sys-
tems rely on the i-vector framework which generates a
variation-independent vector from the total variability [3].

The i-vector framework shows outstanding performance in
both text-dependent and text-independent speaker verifica-
tion. However, the i-vector method suffers from perfor-
mance degradation in short utterances due to the utterance
variability. To overcome this limitation, many SV sys-
tems were implemented with pre-processing methods that
reduces intra-speaker variability, such as nuisance attribute
projection (NAP) [4], and within-class covariance normaliza-
tion (WCCN) [5].

In recent years, deep neural networks (DNNs) based
speaker representation were proposed to improve perfor-
mance in short utterances. The text-dependent speaker rep-
resentation method known as the d-vector was proposed [6].
They used four fully-connected layers (FCNs) and a softmax
loss to maximize inter-speaker variability and minimize intra-
speaker variability in speaker representations. A more reliable
speaker representation with attention mechanisms was also
proposed [7]. The CNN-based speaker representations were
also investigated for many years [8–10]. A joint learning
method is an approach that fuses an i-vector and deep em-
bedding to take advantages of both methods [11]. The other
method, known as the x-vector, provides better performance
than the i-vector method in text-independent SV [12]. The x-
vector is a statistically-based speaker representation method
that uses statistical pooling. These DNN-based methods pro-
vide remarkable performance in text-independent SV. Even
though previous works reported performance improvements,
there has been little discussion of the variations in speaker
representations.

In this paper, we assume that unspecified factors of vari-
ation exist in a speaker representation, and we attempt to re-
duce these factors. The main idea is that a speaker representa-
tion is set to a weighted sum of latent vectors, thus we can re-
duce unspecified variability, by learning the latent vectors and
weights from the final feature maps. The better performance
can be achieved if the state-of-the-art CNN architectures are
employed, and the further performance improvement can be
fulfilled when we apply our method to CNN architectures.

The remainder of this paper is organized as follows. Sec-
tion 2 presents an overview of related works. In Section 3,
the concept of orthogonal vector pooling and a recombination
network are described. Experimental results are presented in
Section 4. The paper is concluded in Section 5.
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Fig. 1. Network architecture overview: orthogonal vector pooling and recombination network

2. RELATED WORK

2.1. Feature Representation in Learning Method

Discriminative speaker representations can be generated by
modifying learning mechanisms. The CNN architectures
were successfully applied to speaker verification [8–10]. Re-
cently, curriculum learning was presented to improve both
text-dependent and text-independent speaker verification per-
formance [13]. Progressive learning was introduced to re-
move noise components [14]. This paper suggests a method
for removing noise from raw data; however, it can be also
used to extract feature representations. To cope with the do-
main mismatch problem, domain adversarial training (DAT)
was utilized to create speaker representations [15]. Correc-
tive learning was proposed, where the representation of the
previous frame is fed to the next input frame [16].

2.2. Feature Representation in Redundancy Reduction

Autoencoder Autoencoder is a feature learning method
that generates bottleneck features. A bottleneck feature is
a dimension-reduced form of an input feature, but bottle-
neck features should contain speaker-specific information.
Autoencoder is employed in many fields, including image de-
noising [17] and generative models [18]. Research on the use
of bottleneck feature for speaker representation was carried
out on the previous work [19].

Convolutional Neural Network Local and global irrelevant
factors are discarded by local pooling (or stride) and global
average pooling (GAP), thereby capturing identity-aware fac-
tors with convolution operations [20].

3. DEEP SPEAKER REPRESENTATION

In this paper, we assume that a speaker representation con-
tains unspecified factors. The specified factors of variation are
associated with the speaker labels, while the remainders are
the unspecified factors of variation [21]. We also assume that
the speaker representation can be expressed as a linear com-
bination of latent vectors. Orthogonal Vector Pooling (OVP)
is used to estimate these latent vectors, and weights for the
latent vectors are estimated with a recombination network.

(a) (b) (c)

Fig. 2. t-SNE embedding visualization of two speakers on the
VoxCeleb dataset: (a) ResCNN-GAP embeddings, (b) our de-
composed vectors, and (c) our recombined embeddings. Red
marks correspond to speaker A and blue marks correspond to
speaker B.

By using the softmax loss, the weights and the latent vec-
tors are toward learning similar speaker representations from
the same speaker dataset. The overall structure of the pro-
posed method is described in Figure 1. The advantage of
our method is that it can be easily applied to any DNN be-
cause the method is connected at the end of the network. Fig-
ure 2 shows a comparison between results on the VoxCeleb
dataset [9] from the best previous work (ResCNN-GAP) and
our proposed method.

As shown in Figure 2, our method minimizes unnecessary
factors of variation so that speaker representations are more
discriminative. The detailed approach will be described in
Section 3.1 and Section 3.2.

3.1. Orthogonal Vector Pooling (OVP)

OVP works as a global pooling method for extracting orthog-
onal latent vectors. Therefore, it is responsible for performing
orthogonal vector decomposition while global variations are
reduced. The OVP is shown in Figure 3.

We construct twice the number of final feature maps com-
pared to the conventional CNN architecture in order to de-
compose a primal representation into two latent vectors, such
that the number of feature maps is set to 2d, where d denotes
latent vector dimension. If these latent vectors are learned
using orthogonal loss, then they are orthogonal vectors.

Lorthogonal =
1

N

N∑
n=1

∣∣∣∣ vn
1 · vn

2

‖vn
1 ‖2 ‖vn

2 ‖2

∣∣∣∣ (1)

where vn1 and vn2 are the decomposed vectors. n is a training
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Fig. 3. Overview of orthogonal vector pooling

sample index in a mini-batch. The dimension order of the two
decomposed vectors is equal to each other because the two
decomposed vectors are recombined using an element-wise
sum.

The reason for using the orthogonal constraint is to pre-
vent forming similar decomposition vectors which are not
worth decomposing. We assume that the decomposed vec-
tor weights are restrictively ranged, which facilitates optimal
learning in the attention layer. Despite the restricted vector
weights, the spanned subspace should be maximized in order
to form an overlapped subspace, as shown in Figure 4 (b).
The orthogonal loss can help maximize the spanned subspace
because the magnitude of the spanned subspace is equal to
|v1||v2| sin(θ) by the cross-product principle. The overlapped
subspace enables speaker embeddings to be a global speaker-
specific representation, as shown in Figure 4 (c).

3.2. Recombination Network

In order to use the decomposed vectors effectively, we pro-
pose recombining these vectors using neural networks. The
decomposed vectors (v1,v2) were estimated using orthogo-
nal decomposition. Now, we propose a recombination net-
work for recombining these orthogonal vectors and extracting
more discriminative speaker representations. We add a fully-
connected layer to transform the decomposed vectors (v1,v2)
into other decomposed vectors (f(v1),f(v2)) for better re-
combination. The transformed vectors (f(v1),f(v2)) are nor-
malized in order to control the vector magnitude with an at-
tention layer as below:

v̄1 = f(v1)
||f(v1)||2 , v̄2 = f(v2)

||f(v2)||2 (2)

The vector weights to minimize intra-speaker distance and
maximize inter-speaker distance using the softmax loss will
be estimated using the basic attention layer [7]. Softmax nor-
malization is not included in the attention layer because the
attention layer serves as estimating the magnitude of the la-
tent vectors.

α1 = fa(v1), α2 = fa(v2) (3)

Therefore, we can extract speaker-discriminative representa-
tions using a linear combination of the two normalized vectors
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Fig. 4. The spanned subspaces and recombined embeddings:
(a) decomposed vectors without orthogonal constraint, (b) de-
composed vectors with the orthogonal constraint, (c) recom-
bined embeddings with the orthogonal constraint and weights
estimated with the attention layer. v1

1 and v1
2 are a pair of de-

composed vectors. v2
1 and v2

2 are other pair of decomposed
vectors. α1

1, α1
2, α2

1, and α2
2 are vector weights estimated with

the attention layer. v̄1 and v̄2 are the recombined speaker
embeddings for the same speaker.

(v̄1,v̄2) with the estimated weights (α1,α2) in Equation (4),
implicitly leading to reduced intra-speaker variability.

v̄ = α1v̄1 + α2v̄2 (4)

The network ends with a fully-connected layer with softmax.

Lsoftmax = − 1

N

N∑
n=1

log
exp(ws · v̄n + b)∑

spk exp(wspk · v̄n + b)
(5)

in which ws denotes a correct speaker basis. n is a train-
ing sample index in a mini-batch. The entire network can be
learned using the following loss.

Ltotal = Lsoftmax + λLorthogonal (6)

where λ is an orthogonality parameter.

4. EXPERIMENT

4.1. Experiment Setup

The phrase “Hi Bixby” was used as a keyword for a text-
dependent dataset. The text-dependent training set consists of
anonymized voice search logs and manually collected data.
The text-dependent training set comprises about 1.2M utter-
ances from 60k speakers. We use the VoxCeleb dataset [9] for
text-independent tasks. The VoxCeleb training set comprises
over 100,000 utterances from 1,211 speakers.

For text-dependent tasks, a clean test set was collected
from 100 speakers, and a real test set was collected from 20
speakers with real environmental noise. The Voxceleb test set
consists of 40 different speakers. The text-dependent test set
was cropped to one second to evaluate short utterance. The
VoxCeleb test set was used by taking three second crops as
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Table 1. Network architectures: shortcut connection is added to
each pair of 3x3 filters in both ResCNN and OrthResCNN as in [24].

Layer ResCNN-GAP OrthResCNN-OVP (Ours)
conv1 [7× 7, 64], stride 1 [7× 7, 64], stride 1

conv2 [1× 1, 64], stride 2 [1× 1, 64], stride 2

[3× 3, 64] ×6, stride 1 [3× 3, 64] ×6, stride 1

conv3 [1× 1, 128], stride 2 [1× 1, 128], stride 2

[3× 3, 128] ×6, stride 1 [3× 3, 128] ×6, stride 1

conv4 [1× 1, 256], stride 2 [1× 1, 256], stride 2

[3× 3, 256] ×6, stride 1 [3× 3, 256] ×6, stride 1

pooling global average pooling orthogonal vector pooling
(1× 256) (1× 128, 2), orth. loss

fc1 - (128× 128, 2)
att1 - (128× 1, 2)
fc2 (256 / 128× the number of speakers), softmax loss

in [9]. All recordings were converted to single-channel, 16-
bit waveforms with 16kHz sampling rate.

We use a Hamming window with 25ms width, 10ms step
size, and 512-points FFT. This yields a 64 dimensional log
mel-filterbank feature vectors using the librosa library [22].
Feature warping was performed to enforce consistency across
the various recording environments [23]. We experiment with
64 × 100 for text-dependent tasks and 64 × 300 for text-
independent tasks. Both tasks were separately trained. We
used Adam optimizer with an initial learning rate of 0.001,
and a mini-batch size of 32 for both tasks. Batch normal-
ization and ReLU were applied after each convolution opera-
tion. We chose λ = 1.0 as the orthogonality parameter. The
d-vector [6], x-vector [12] and ResCNN-GAP were selected
as baselines in our evaluation. ResCNN-FCN is a combina-
tion of ResCNN and three FCNs, including a softmax layer
without GAP. ResCNN-GAP and OrthResCNN-OVP archi-
tectures were constructed by a trivial change of the existing
model [24], as specified in Table 1. The speaker model was
computed as the average of speaker representations extracted
from five enrollment recordings. The cosine distance was
used to measure similarity. Performance was assessed by cal-
culating the EER.

4.2. Experiment Results

We compared our method with the baselines, and the experi-
mental results are shown in Table 2 and 3. Our method outper-
forms all baseline systems for both text-dependent and text-
independent evaluations. The EER of 1.67% was achieved
when our method was used to evaluate text-dependent tasks
in real environment. This shows EER reduction of 72.5% and
49.6% relatively compared to the results from the x-vector
and the ResCNN-GAP. For text-independent tasks, the pro-
posed approach improves EER from 8.48% to 2.85%, with
66.3% relative error reduction compared to the result from
the x-vector method. We report that this result shows better
improvement compared to EER of 7.8% [9] and 7.3% [10]

Table 2. EER(%) when evaluating text-dependent short utterances
Network Clean Condition Real Condition

d-vector [6] 4.94 19.52

x-vector [12] 1.52 6.07

ResCNN-FCN 1.42 5.14

ResCNN-GAP 1.40 3.32

OrthResCNN-OVP 0.81 1.67

Table 3. EER(%) on VoxCeleb dataset from text-independent test
Network VoxCeleb evaluation set
x-vector 8.48

ResCNN-GAP 5.39

OrthResCNN-OVP 2.85

Table 4. EER(%) from ablation experiments for text-dependent test
in a real environment.

Network Condition Real Condition

OrthResCNN-OVP

w/o orthogonal loss 2.01

w/o attention layer 2.05

w/o transform layer 2.34

all modules 1.67

obtained with the cosine distance. We also found that CNN-
based network yields better results compared to the other net-
works. Moreover, the use of GAP is helpful to improve per-
formance. It is interesting that CNN architectures provide us
to gain performance, by implicitly discarding unspecified fac-
tors of variation, with stride and pooling operations.

4.3. Ablation Experiments

We conducted ablation experiments with a text-dependent
dataset. There are three modules for ablation studies, such
as orthogonal loss, an attention layer, and a transform layer.
The ablation experiments allow us to confirm which mod-
ule significantly contributes and determine if all modules are
necessary. The experiments were performed by investigating
one of the three modules. The conditions and results from
the ablation experiments are listed in Table 4. The results
indicate that each module contributes to an observed per-
formance enhancement. Furthermore, we believe that using
orthogonal latent vectors and recombination with estimated
weights show a positive effect of leverage on performance.

5. CONCLUSION

In this paper, we investigated the deep speaker representation
based on orthogonal decomposition and recombination. This
method is easy to apply as it can be added to existing CNN
architectures, as well as our method can be extended to more
than two latent vectors. The proposed approach outperforms
the baseline systems and yields a relative EER reduction of
50-70% for text-dependent and text-independent tasks. In fu-
ture work, we will focus on using recombination network to
make the speaker representation more discriminative.
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