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ABSTRACT
This paper presents an improved methodology for the seg-
mentation of the Air-Tissue boundaries (ATBs) in the upper
airway of the human vocal tract using Real-Time Magnetic
Resonance Imaging (rtMRI) videos. Semantic segmentation
is deployed in the proposed approach using a Deep learning
architecture called SegNet. The network processes an input
image to produce a binary output image of the same dimen-
sions having classified each pixel as air cavity or tissue, fol-
lowing which contours are predicted. A Multi-dimensional
least square smoothing technique is applied to smoothen the
contours. To quantify the precision of predicted contours, Dy-
namic Time Warping (DTW) distance is calculated between
the predicted contours and the manually annotated ground
truth contour. Four fold experiments are conducted with four
subjects from the USC-TIMIT corpus, which demonstrates
that the proposed approach achieves a lower DTW distance of
1.02 and 1.09 for the upper and lower ATB compared to the
best baseline scheme. The proposed SegNet based approach
has an average pixel classification accuracy of 99.3% across
all the subjects with only 2 rtMRI videos (∼180 frames) per
subject for training.

Index Terms— Real-Time Magnetic Resonance Imaging,
Air-Tissue Boundary Segmentation, SegNet.

1. INTRODUCTION

The advancements in the field of speech have inspired re-
searchers to understand the speech production using various
tools like Electromagnetic articulograph [1], Ultrasound [2],
X-Ray [3] and real-time magnetic resonance imaging (rtMRI)
are used. The rtMRI has an edge over the other techniques in
capturing the complete vocal tract (in the midsagittal plane) in
a non-invasive manner [4], making it an indispensable tool for
studying speech production mechanism. The rtMRI videos
provide the temporal information of speech articulators that
help in understanding the mechanism of speech production
[5], creating augmented video for spoken language training
[6] and several other applications related to speech [7]. How-
ever, in order to accurately estimate the positions of different
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articulators or implement a realistic augmented video, it is es-
sential to precisely estimate the ATBs. Studies that deal with
rtMRI videos to understand the morphological shape of the
vocal tract [8] and vocal tract movements [9] use the ATB
segmentation as a pre-processing step. Work by Toutis et al.
[10], on text-to-speech using the rtMRI videos, uses the es-
timated ATBs for articulatory synthesis. Similarly, Patil et
al.[11] used the ATBs to compare the articulatory controls of
beatboxers to understand the uses of articulators in achiev-
ing acoustic goals. Hence, estimating precise ATBs from the
rtMRI video is very essential for the study of vocal tract dy-
namics and different articulators [12, 13, 14, 15].

Many research works in the past have addressed the prob-
lems of ATB segmentation from rtMRI videos using differ-
ent techniques. These include the use of composite analysis
grid-line superimposition on each rtMRI frame [16, 17, 18],
the pixel intensity based data driven approach [19], region
of interest (ROI) based technique [20], statistical methods
that use the shape and appearance model of vocal tract [20],
factor analysis to predict the compact outline of the vocal
tract [21, 22] and contrast measure based Fisher discrimi-
nant method (FDM) [23]. Somandepalli et al. [24] initi-
ated the use of deep learning based semantic ATB predic-
tion. This was followed by the use of fully convolutional
network (FCN) by Valliappan et al. [25]. Though, FCN and
FDM based approaches perform better than their counterparts
[16, 18, 19, 26] (unsupervised algorithms), they use a large
number of training frames to learn and predict reliable ATBs.
Hence, in this paper, we propose an approach that can esti-
mate precise ATBs using a fewer number of training frames.

The problem of ATB segmentation is to differentiate the
high intensity pixels (tissue region) from the low intensity
pixels (airway cavity) by estimating a precise boundary. The
proposed technique uses an encoder-decoder type image seg-
mentation architecture called SegNet [27]. The SegNet archi-
tecture is better than the existing FDM and FCN approaches
due to the following reasons 1) deep decoder convolution lay-
ers of SegNet helps the network reconstruct better masks for
precise contour prediction and 2) fewer number of frames
used for training. Unlike FCN [25], the proposed SegNet ar-
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Fig. 1. (a) Illustration of the 3-major contours (C1, C2, C3)
(b) Closed contour Mask [25], (c) Upper and lower contour
within vocal tract
chitecture does not require any complex post processing steps.
SegNet is trained to differentiate the airway cavity from the
tissue region in the rtMRI images. Ultimately, the aim of this
work is to obtain precise ATBs within the vocal tract as shown
in Fig. 1(c).

The performance of the proposed technique is evaluated
using two metrics 1) Pixel classification accuracy and 2)
DTW distance. The pixel classification accuracy, indicates
the correctness with which the network classifies the pixels
as belonging to the tissue region or the cavity region. The
DTW distance is used to measure the closeness of the pre-
dicted contours with the ground truth contour obtained via
manual annotation. The SegNet based method is capable of
achieving an average pixel accuracy of 99.3% with only 2
training videos (∼180 frames) per subject. This is ∼0.25%
more than that of FCN which, however, was trained using
8 videos, indicating a significant reduction in the number of
videos needed for training without compromising on the pixel
accuracy. The DTW distance of the upper and lower ATB is
compared with the Maeda grid (MG) [16], semantic segmen-
tation network (FCN) [25] and Fisher Discriminant method
(FDM) [23]. The DTW distance for the lower contour, for the
SegNet is 3.5%, 2.8% and 13.8% less than that using FDM,
FCN and MG respectively. Similarly, for the upper contour
the DTW distance for SegNet is 5.6%, 0.7% and 10.7% less
than that using FDM, FCN and MG respectively. In addition,
this technique also estimates the ATBs outside the vocal tract.

2. DATASET
The USC-TIMIT [28] corpus is rich in rtMRI videos collected
from five male and five female subjects. These rtMRI videos
captured the upper airway in the midsagittal plane of the sub-
jects speaking the 460 MOCHA-TIMIT [29] sentences. In
this work, we considered a small subset of the USC-TIMIT
corpus, that consists of two male (M1, M2) and two female
(F1, F2) with 16 videos per subject. The total number of
frames for each of the subjects M1, M2, F1 and F2 are 1642,
1399, 1270 and 1462 respectively. The video was recorded
at 23.18 fps with a spacial resolution of 68 × 68 pixels with
individual pixel dimension of 2.9mm× 2.9mm.

In order to train a network that estimates the ATBs from
the rtMRI frames we need to have the ground truth ATBs.
To obtain the ground truth ATBs, manual annotations were
done using a MATLAB-GUI [30]. The manual annotation

includes three major contours (C1, C2, C3) representing the
complete ATBs along with the five landmarks points upper
lip (UL), lower lip (LL), tongue base (TB), velum tip (VEL)
and glottis begin (GLTB) as shown in the Fig. 1(a). C1 is a
closed contour that connects upper lip (UL) and velum (VEL)
through hard palate. Similarly, the C2 contour runs through
the jawline and connects the lower lip (LL), tongue base (TB)
and extends along the tongue blade and below the epiglottis.
Finally, Contour C3 marks the pharyngeal wall. These closed
contours are converted to masks as shown in Fig. 1(b), in
order to train a semantic segmentation network.

3. PROPOSED SEGNET BASED SEGMENTATION
The proposed approach for ATB prediction using SegNet is
illustrated in Fig. 2. The rtMRI frames are used as the in-
put to the network. A separate SegNet is trained for each of
the contours (C1, C2, C3) . Output in each case is a binary
mask consisting of two pixel values (0, 1), pixels correspond-
ing to class-1 belongs to the region enclosed by the contour
while those belonging to class-0 correspond to the region ly-
ing outside the contour. The network is made to predict these
masks on the test set, following which the contours are pre-
dicted. These predicted contours are pruned in order to obtain
the ATBs within the vocal tract.

3.1. SegNet based segmentation
The representation learning of an image in which we asso-
ciate pixels with a class value is called as semantic segmenta-
tion. To obtain ATBs using the proposed technique, we need
to segment the image into two regions, one representing the
tissue region and the other representing the air-cavity. There-
fore, semantic segmentation can be employed here by assign-
ing pixel values to these regions. In this paper, SegNet [27] is
used here for segmentation of the rt-MRI video frames. The
weights of the architecture are learned from the rtMRI frames.
The SegNet architecture has a multiple deconvolution layers
compared to FCN, which helps the network to learn better on
the rtMRI video frames. The architecture of SegNet is de-
picted in Fig. 3. As shown in Fig. 3, the input and the output
have the same dimensions. Hence the spatial information per-
taining to the ATBs are preserved. Three SegNets are trained,
each corresponding to one of the contours (C1, C2, C3). The
input in each case is an rt-MRI frame of dimensions 68 × 68
and the output is a contour mask corresponding to one of the
contours (C1, C2, C3), as depicted in Fig. 1(b). These binary
masks are images which contain two classes, one is the col-
lection of pixels inside each contour (class-1) and other lying
outside the contour (class-0).
3.2. Contour prediction
In this section, edge detection is performed on the binary
mask output images to predict the contours. To avoid sharp
edges in the binary mask image, a moving average filter of di-
mension 2×2 is applied. Canny edge detector is used for edge
detection. In this step, we focus on estimating a closed con-
tour that fits in all the edge points and also occupies minimum
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Fig. 2. Illustration the steps involved in the SegNet based ATB segmentation
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Fig. 3. SegNet architecture used in this work
area. In order to perform this, we make use of the concave
hull algorithm for 2-dimension [31] which works on finding
the K nearest neighbours. K describes the smoothness of the
hull which is detected on the edges. Here, we choose K to be
3 based on the performance on the validation set.

3.3. Contour-pruning

-- Cseg

TB

(a) (b) (c) (d)

Fig. 4. (a, b) Illustrates the upper contour pruning, (c, d) Il-
lustrates the lower contour pruning

The predicted contours have to be pruned in order to ob-
tain the ATBs within the vocal tract as shown in Fig. 1(c).
Separate procedures are followed for the pruning of the up-
per contour and the lower contour. The construction of the
upper contour requires information from both Mask1 and
Mask3, while the lower contour only requires information
from Mask2. The pruning of upper contour(Ĉ1) begins by
locating the velum point (VEL), which is found using the
point of inflection property. Now, (Ĉ1) is segmented from
the UL to the VEL. Then (Ĉ3) is segmented from the point
closest to the VEL until the GLTB. Following this, the seg-
mented portions of C1 and C3 are stitched together to form
the pruned upper contour Ĉprun

1 , as shown in Fig. 4(a,b). On
the other hand, the pruning of the lower contour begins by re-
moving the tongue base (TB) ridge, as it is not a part of the
vocal tract. In order to remove the TB ridge, we fit a 2nd order
polynomial for the set of points starting (Ĉs

2) a point in (Ĉ2)

with lower row index to the left of TB) to (Ĉe
2) (a point with

identical row index to the right of TB). The portion of (Ĉs
2) to

(Ĉe
2) is replaced with smooth contour ( ˆCseg). Following this,

Ĉ2 is pruned from the lower LL to the GLTB to form Ĉprun
2 ,

as shown in Fig. 4(c,d).
After pruning of the upper and the lower contours, in or-

der to have a smooth and realistic contour, we apply the mul-
tidimensional least square smoothing using orthogonal poly-
nomials [32].

4. EXPERIMENTS AND RESULTS

4.1. Experimental Setup

In this work, we have considered two kinds of experiments:
1) for ATBs estimation and 2) for calculation of the mini-
mum number of rtMRI videos required for the achieving sat-
urating pixel classification accuracy (on the test videos). In
the first experiment, we consider a four fold setup, having 8
videos for training, 4 videos for both testing and validation
from each subject. Here, the number of rtMRI frames used
for training, validation and testing are∼720, ∼360 and ∼360
per subject respectively. In the second experiment, we train 8
models (SegNet, FCN) by varying the training set, like the ith

model has i training videos from across the subjects, where
i ∈ {1, 2, ...8}. So the modeli+1 is trained with one video
more than that for modeli. In this experiment, each video
has ∼90 frames, hence ith model has ∼90×i training rtMRI
frames per subject. The validation and test frames for all the
modeli remained fixed, which was ∼360 frames per subject.
The validation set is considered for 1) early stopping in or-
der to avoiding the model over fitting, 2) shape of the moving
average filter and 3) K parameter in Concave hull algorithm.

4.2. Evaluation metric
The paper uses two evaluation metric 1) DTW distance 2)
Pixel classification accuracy, similar to previous technique
[25]. DTW distance is used to measure the closeness be-
tween the predicted and the ground truth contour (manually
annotated). The DTW score has the units of pixel. Lower the
DTW score better is the prediction. The DTW scores are pre-
sented for 1) ATBs within the vocal tract (pruned contours)
and 2) the complete contours (C1, C2, C3). The pixel classi-
fication accuracy is one of the standard metric used in seman-
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Upper ATB Lower ATB
SUB MG FCN SegNet FDM MG FCN SegNet FDM
F1 1.02±0.19 0.91±0.21 0.83±0.11 0.94±0.17 1.21±0.21 1.00±0.25 0.92±0.17 0.99±0.23
F2 1.24±0.29 1.08±0.19 0.96±0.15 1.16±0.19 1.28±0.27 1.13±0.31 1.12±0.29 1.24±0.25
M1 1.10±0.20 1.02±0.20 1.15±0.16 1.11±0.20 1.26±0.60 1.17±0.25 1.16±0.26 1.17±0.26
M2 1.19±0.24 1.09±0.21 1.10±0.19 1.10±0.23 1.35±0.30 1.21±0.23 1.18±0.24 1.16±0.41
AVG: 1.13±0.22 1.02±0.20 1.02±0.15 1.08±0.19 1.27±0.35 1.13±0.26 1.09±0.23 1.14±0.29

Table 1. DTW distance of the predicted ATBs within the vocal tract

C1 C2 C3

SUB SegNet FCN SegNet FCN SegNet FCN
F1 0.88 0.89 0.85 1.05 0.80 0.83
F2 0.98 1.02 1.15 1.12 0.81 0.80
M1 1.03 1.03 0.94 1.37 0.79 0.80
M2 1.03 0.89 1.03 1.01 0.83 0.85

Table 2. DTW distance of the complete ATBs using SegNet
and FCN

SUB 1 2 3 4 5 6 7 8

Maskseg
1 88.70 99.54 99.53 99.57 99.54 99.54 99.55 99.57

Maskseg
2 85.89 98.64 98.65 98.61 98.65 98.60 98.64 98.68

Maskseg
3 90.30 99.78 99.77 99.77 99.76 99.76 99.78 99.77

Maskfcn
1 85.68 90.89 94.47 96.09 98.14 99.17 99.24 99.28

Maskfcn
2 84.12 88.14 93.88 95.51 97.77 98.09 98.08 98.14

Maskfcn
3 89.45 93.45 95.80 98.80 99.60 99.71 99.73 99.72

Table 3. Pixel classification accuracy averaged across all sub-
jects (on test set) for each mask vs number of training videos
for SegNet, FCN. (Bold indicating the saturation point)

tic segmentation algorithm, which indicates the accuracy with
which pixels are correctly classified [27]. For example, let Pij

be the number of pixels belonging to class-i but classified as
class-j. Ti is the total number of pixels in class-i. Ti = ΣjPij ,
where i, j ∈ {0, 1}. Pixel classification accuracy = ΣiPii

ΣiTi
.

4.3. Results
Two sets of results are presented in this work 1) using the ex-
perimental setup-1, where we compare the DTW distance of
the pruned contours produced by SegNet with the MG base-
line, FDM and FCN schemes and 2) using the experimental
setup-2, where we present the number of training videos vs
pixel classification accuracy (computed on the test videos).

Table 1 presents the DTW distance of the pruned con-
tours Ĉprun

1 and Ĉprun
2 for the proposed technique (Seg-

Net) in comparison with the other techniques, namely, MG
baseline[16], FDM [23] and FCN [25]. The average DTW
distance for the lower contour, using the SegNet is 3.5%, 2.8%
and 13.8% lower than that using FDM, FCN and MG respec-
tively. Similarly, for the upper contour, the DTW distance
using SegNet is 5.6%, 0.7% and 10.7% less than that using
FDM, FCN and MG respectively. These results are also sup-
plemented with the DTW distance of the complete ATBs (as
in Fig. 1(a)) in Table 2.

In addition to the ATBs, we also find out the minimum
number of videos required for attaining the saturating pixel

classification accuracy following the experimental setup-2.
Table 3 presents the average pixel classification accuracy
(averaged across all the subjects) on the test set vs number
of training videos used to train the SegNet and FCN. From
the Table 3 we observe that the pixel classification accuracy
saturates beyond two training videos for SegNet. On the other
hand, in FCN, it takes almost 6 videos to attain the saturating
pixel accuracy. This shows that SegNet can learn patterns and
shapes from fewer rtMRI compared to FCN. The FCN and
SegNet has a similar encoder structure (VGG architecture),
but differs in the decoding structure. Unlike FCN [25], where
one single deconvolution block up-scales the encoder image
many folds to form output mask, the SegNet uses multiple
decoder blocks which gradually up-scales the encoded im-
age to form an output mask. Thus capturing the details in
rtMRI frames better than FCN. The proposed technique mis-
classifies on an average ∼0.70% pixels (unlike 1% for FCN)
which is equivalent to having 32 pixels incorrectly classified
out of 4624(68×68). The reason behind the mis-classification
can be associated with the low resolution of the input images.
The mis-classification is predominantly along the boundary
of the tissue region, specially in the frames where the there
is a contact between the upper contour and the lower con-
tour. Additionally, the manual annotations are marked with
a precision of 2 decimal places, whereas the semantic seg-
mentation based approach is capable of predicting boundary
only to the precision of a pixel. This undermines the DTW
distance of the predicted ATBs. Although the improvement
produced by SegNet is only 0.30% (in terms of pixel classi-
fication accuracy) compared to FCN, the proposed technique
can be achieved with a minimum of only two training videos
per subject.

5. CONCLUSION

This paper presents a deep architecture for semantic segmen-
tation called as SegNet for the Air tissue boundary segmen-
tation in the rtMRI video frames. The proposed technique is
capable of producing accurate contours compared to the best
supervised baseline scheme. The improved performance of
the model can be associated with the deep encoder-decoder
architecture of SegNet. In addition, the model is capable of
learning the contour from fewer number of training frames
per subject. This makes the task of automatic ATBs segmen-
tation on new subjects simple, as it requires fewer manually
annotated frames to learn the boundary patterns.
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