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ABSTRACT

Despite significant advances in emotion recognition from one in-
dividual modality, previous studies fail to take advantage of other
modalities to train models in mono-modal scenarios. In this work,
we propose a novel joint training model which implicitly fuses audio
and visual information in the training procedure for either speech or
facial emotion recognition. Specifically, the model consists of one
modality-specific network per individual modality and one shared
network to map both audio and visual cues into final predictions. In
the training process, we additionally take the loss from one auxil-
iary modality into account besides the main modality. To evaluate
the effectiveness of the implicit fusion model, we conduct exten-
sive experiments for mono-modal emotion classification and regres-
sion, and find that the implicit fusion models outperform the standard
mono-modal training process.

Index Terms— Joint training, audiovisual learning, emotion re-
gression, emotion classification

1. INTRODUCTION

Automatic emotion recognition plays a vital role in the development
of emotional artificial intelligence [1, 2]. Over the past few decades,
great advances have been made in a variety of modalities, such as
facial expression, hand gesture, head position, body posture, speech,
text, and physiological signals [3–8]. Further, increasing research
intended to make use of multiple modalities by means of developing
multi-modal emotion recognition systems. These multi-modal sys-
tems are innovated to use certain fusion technologies to improve the
model performance when compared with mono-modal systems. To
date, there are a plethora of fusion strategies available. For example,
in [9,10], the features extracted from the audio and video modalities
are combined together to train models; in [11,12], the decisions from
audio-based and video-based models are fused for a final prediction.

However, in the evaluation phase, these systems often require
the synchronous presence of the modalities that are employed in the
training phase. The absence of any involved modality often leads to
the corruption or the performance degradation of pre-trained multi-
modal models [3]. In contrast, in real-life scenarios, it is a common
case that signals from some particular modality are missing. For ex-
ample, the camera could be not always fixed in front of a user, or
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not always available under light, which results in invalid or missing
visual signals. Similarly, a user could be silent although she/he is
emotional. A straightforward way to address this issue is to inte-
grate an additional component, such as voice activity detection and
face detection, in the front-end of the multi-modal recognition sys-
tems [3]. Once the absence of particular signals is detected, the pre-
diction process could be automatically re-directed to a mono-modal
system. The mono-modal system, nevertheless, is trained via mono-
modal signals, and normally inferior to the multi-modal system.

In this contribution, we propose a novel fusion approach, namely
implicit fusion. This approach is particularly innovated to enhance
the performance of a mono-modal system, by exploiting the informa-
tion from other auxiliary modalities in the training phase. That is, we
use the data from multiple modalities to jointly train the system, with
an assumption that the knowledge from different modalities could
be transferred/fused to the system; whereas in the evaluation phase,
those auxiliary modalities are not required anymore. Therefore, the
proposed approach differs from the training process for conventional
mono-modal systems that are trained merely with one modality. It
also differs from previous fusion strategies (explicit fusion hence-
forth) that are specifically designed for multi-modal emotion recog-
nition systems and normally need the same modalities in both train-
ing and evaluation phases as aforementioned.

Furthermore, our work is partially inspired by the multi-task
learning paradigm, where multiple tasks are jointly trained with a
shared network and several task-specific networks. It has been re-
peatedly demonstrated that such a learning process can lead to a bet-
ter generalisation of the representation learnt from the shared net-
works [10, 12, 13]. Similarly, our motivation is that, an auxiliary
modality could be beneficial for training a mono-modal framework.

In this paper, we focus on the modalities of audio and video
for emotion recognition, because humans mainly rely on facial ex-
pressions and vocal intonations when perceiving others’ emotional
states [14]. The major contributions of this work include: (1) propos-
ing a novel implicit fusion method to explore knowledge from aux-
iliary modalities; (2) jointly training a model with audio and visual
data for mono-modal emotion recognition; and (3) investigating the
effectiveness of the model for both the categorical emotion classifi-
cation and the dimensional emotion regression.

2. RELATED WORK

In the literature, a number of fusion paradigms have been investi-
gated for multi-modal emotion recognition [3, 15–20]. In general,
these paradigms can be categorised into three groups, i. e., feature-
level fusion, decision-level fusion, and model-level fusion. Feature-
level fusion (aka early fusion), is implemented by simply concate-
nating features from multiple modalites into one combined vector as
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Fig. 1. Overview of the implicit fusion framework (e) and other explicit fusion approaches (a,b,c), as well as multi-task learning (d).

the input of a prediction model. By implementing early fusion, bet-
ter results have been achieved and reported in [9, 10]. However, it
often suffers from the high dimensionality of the feature space and
the synchronisation of different modalites [10]. Decision-level fu-
sion (aka late fusion), on the contrary, combines predictions reaped
from different modalities to come up with a final prediction via a
voting strategy. It has been studied and applied successfully in af-
fective computing [11, 12, 21]. In this method, however, the mu-
tual correlation between the modalities is overlooked. As a com-
promise of early fusion and late fusion, model-level fusion has been
proposed which fuses the intermediate representations of different
modalities [17–19].

Different from all of the previous fusion strategies, our proposed
fusion strategy integrates the information from different modalities
in an implicit manner, rather than the explicit concatenating or vot-
ing. With this manner, only one modality is demanded during the
evaluation phase. This offers the framework a vital important advan-
tage as the single modality setting is often met in practise.

3. JOINT AUDIOVISUAL TRAINING

To leverage the complementary information from audio and video
modalities, joint training can be applied in either an explicit or an
implicit manner, as demonstrated in Fig. 1. Note that, in this paper
we employ Recurrent Neural Networks (RNNs) as the recognition
model because of its efficient learning capability and great success
in emotion recognition [20, 22].

3.1. Explicit fusion

As illustrated in Fig. 1(a)-(c), audio features fA and visual fea-
tures fV are explicitly fused in conventional multi-modal emotion
recognition systems. More specifically, the concatenation of the
two modalities takes place in different levels, i. e., [fA; fV ] in early
fusion, voting based on pA and pV in late fusion, and [rA; rV ] in
model-level fusion.

As a consequence, the obtained model can be applied to predict
emotions for a given instance, if and only if both fA and fV are
available as inputs of the model.

3.2. Implicit fusion

The proposed implicit fusion approach for joint audiovisual training
is illustrated in Fig. 1(e).

Let us denote an audio feature vector as fA ∈ RM and its cor-
responding visual feature vector as fV ∈ RN , where M and N are

the dimensions of the audio and visual vectors, respectively. As de-
picted in Fig. 1(e), fA and fV are fed into two specific layers blocks,
the process of which can be formulated as follows:

rA = SPA(fA), rV = SPV (fV ), (1)

where the function SPA(·) : RM → RK and the function SPV (·) :
RN → RK map each input of different modalities into the same
subspace, resulting in corresponding K-dimension representations
rA and rV . After that, the following shared layers are applied to
estimate the final predictions, and this process can be formulated as
follows:

pA = SH(rA), pV = SH(rV ), (2)

where the function SH(·) : RK → R estimates final predictions pA
and pV , separately.

To efficiently aggregate the advantages of different modalities
for mono-modal emotion recognition (i. e., speech emotion recogni-
tion or facial emotion recognition), the model is trained with a set
of audiovisual features {(fA, fV )}. When the model is applied for
speech emotion recognition, the joint loss function J (θ) is calcu-
lated by:

J (θ) = LA + α · LV , (3)

where θ denotes the network parameters to be optimised, LA and
LV stand for the loss of audio and visual data, respectively, and α
denotes the weight of visual prediction loss to regulate its contribu-
tion to J (θ). The term α · LV enforces the optimisation to take
the auxiliary modality information into account. Similarly, for facial
emotion recognition, the joint loss function in Eq. (3) is altered into

J (θ) = LV + α · LA. (4)

Moreover, the value of α is optimised on the development set, by
achieving a best performance for the selected modality.

One may note that, the structure of implicit fusion is similar to
model-level fusion, as both possess specific layers to learn rA and
rV , followed by shared layers to provide a final prediction. However,
different from model-level fusion, rA and rV are fed into shared
layers alternatively when training the implicit fusion model, rather
than the concatenation of the two. As a result, the final prediction is
still for each single modality, i. e., pA for audio or pV for video.

In addition, the structure of implicit fusion is about the same as
multi-task learning, which is given in Fig. 1(d), where the represen-
tation r can be learnt from the original feature f via shared layers. In
multi-task learning, outputs from an auxiliary task p2 are utilised to
update the shared parameters, in order to better estimate p1. Corre-
spondingly, in implicit fusion, inputs from an auxiliary modality are
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exploited implicitly, through optimising the parameters of the shared
layers.

4. EXPERIMENTS AND RESULTS

This section is devoted to empirically investigating the proposed im-
plicit fusion approach for categorical emotion classification and di-
mensional emotion regression.

4.1. Databases and Features
4.1.1. OMG-Emotion
As to categorical emotion classification, the One-Minute Gradual-
Emotional (OMG-Emotion) Behavior dataset [23] was employed.
The OMG-Emotion dataset is composed of 567 emotional mono-
logue videos collected from Youtube, with an average length of one
minute. These videos were then divided into utterance-level clips,
and annotated by at least five annotators [23]. Seven categorical
emotions were considered, i. e., neutral, happiness, sadness, anger,
surprise, fear, and disgust. Majority voting was then applied to com-
pute the gold standard based on all annotations of the same segment.
Moreover, the dataset is split into the training, development, and test
sets, resulting in 2440, 617, and 2229 segments for each partition,
respectively. Note that, in this work, we performed experiments and
reported performances only on the development set, as labels of the
test set are not yet accessible.

To extract acoustic features on the OMG-Emotion dataset, we
used the eGeMAPs feature set [24], resulting in 88 features for each
utterance, same as done with RECOLA (cf. Section 4.1.2). For vi-
sual representations, firstly MTCNN [25] was applied for face de-
tection and alignment on each frame. After that, frame-level inter-
mediate deep features of size 4096 were extracted from the “fc-7”
layer of the VGG-Face model [26], which was pre-trained on a large
number of facial images. Finally, an average pooling was conducted
on all frames of the same utterance to deliver an utterance-level rep-
resentation.

4.1.2. RECOLA
For dimensional emotion regression, we utilised RECOLA, a stan-
dard database previously applied in the Audio/Visual Emotion Chal-
lenge (AVEC) in 2015, 2016, and 2018 [11, 21, 27]. The RECOLA
dataset consists of audiovisual recordings of spontaneous and natural
interactions from 27 French-speaking participants in order to inves-
tigate affective and social behaviours expressed by humans in real-
life conditions from multimodal cues. Moreover, time- and value-
continuous dimensional emotion annotations in terms of arousal and
valence are given with a constant frame rate of 40 ms for the first five
minutes of each recording, by averaging all six annotators and mean-
while taking the inter-evaluator agreement into consideration [28].
The dataset is further equally divided into three disjoint parts, by
balancing the gender, age, and mother tongue of the participants.
Therefore, each part contains nine unique recordings, resulting in
67.5 k segments in total for each part (training, development, or test).

For a fair comparison with other methods on RECOLA, we em-
ployed the same acoustic and visual features as the features pro-
vided in the AVEC challenges. In particular, 88 acoustic features
and 632 geometric visual features were obtained for each segment.
For full details on the RECOLA database and feature sets, please
refer to [11, 21].
4.2. Implementation and Evaluation
The extracted features were first standardised in an online manner.
That is, the means and variances were computed on the training par-
tition, which were then applied over the corresponding development
and test partitions for standardisation.

Table 1. Performance of the proposed and other models for classi-
fying seven emotional categories in terms of F1 on the development
set with the OMG-Emotion dataset. Results that obtain the best per-
formance are highlighted.

F1 [%] audio video

SVM [23] 33.0 —
CNN [23] — 37.0

RNN (baseline) 36.5 37.9
RNN (implicit fusion) 40.2 42.1
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Fig. 2. Impact of the weights of the auxiliary modality on the perfor-
mance (F1) when training jointly with both audio and visual signals
and then evaluating with only audio or only video.

In these preliminary experiments, we constructed the frame-
works with RNN equipped with Gated Recurrent Unit (GRU), each
hidden layer consisting of 100 nodes. In particular for OMG-
Emotion, we employed one hidden layer for each modality-specific
branch, followed by one shared hidden layer. For RECOLA, more
data were available in training, thus two hidden layers for each
modality and another two shared hidden layers were applied. These
settings were selected based on our previous empirical experi-
ences [22]. In the joint training process, the network was trained
with an Adam optimiser with an initial learning rate of 0.001.

Besides, the weight α was optimised in the range of [0.0, 1.0]
by a grid search with a step size of 0.1. To accelerate the training
process, the network parameters were updated for every minibatch
of 128 audiovisual instances. It should be noticed that, only features
from a single modality were utilised on the development and test
partitions, to simulate the scenarios where only mono-modal data is
accessible.

Furthermore, for the baseline, we performed the training on each
single modality independently. That was done by setting α to be 0.0
in Eq. (3) and Eq. (4), respectively.

Additionally, we conducted the same operations of annotation
delay compensation and post-processing procedure of predictions on
the RECOLA database, following previous works in [19–21].

Finally, to measure the performance of the frameworks, we
utilised the metrics of F1 for OMG-Emotion and Concordance Cor-
relation Coefficient (CCC) for RECOLA, as suggested by previous
studies in [21, 23]. For a more in-depth explanation of CCC, the
reader is referred to [21]. In general, a higher F1 or CCC indicates a
better prediction performance.

4.3. Results and Discussion
4.3.1. Results on OMG-Emotion
For our experiments on OMG-Emotion, we conducted seven-class
categorical emotion classification tasks on audio and visual signals.
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Table 2. Concordance Correlation Coefficient (CCC) on RECOLA when evaluating via individual audio and video modalities on the devel-
opment (dev.) and test sets in the dimensions of arousal and valence, respectively. Results were reported for the proposed implicit fusion
approach, corresponding baselines and other state-of-the-art approaches. The Multi-Task Learning (MTL) frameworks, and the Dynamic
Difficulty Awareness Training (DDAT) frameworks both have two variants by exploring reconstruction error (RE) and perception uncertainty
(PU), respectively. Results that obtain the best performance on the test set are highlighted.

CCC
arousal valence

audio video audio video

dev. test dev. test dev. test dev. test

SVR [11] .796 .648 .379 .272 .455 .375 .612 .507
DNN+Curriculum learning [29] .687 .591 .394 .267 .159 .174 .300 .269
MTL (RE based) [30] .788 .629 .502 .324 .519 .331 .632 .488
MTL (PU based) [12] .803 .654 .508 .327 .506 .416 .643 .452
DDAT (RE based) [22] .807 .694 .544 .400 .508 .422 .639 .471
DDAT (PU based) [22] .811 .664 .513 .397 .498 .407 .632 .501

RNN (baseline) .766 .605 .499 .399 .504 .381 .619 .529
RNN (implicit fusion) .769 .611 .515 .413 .513 .395 .622 .527

Table 1 presents the performance of the models in terms of F1 on
the development set. From the table, we can observe that on this
database, our RNN-based baseline models outperform the other
methods reported in the literature [23], i.e., Support Vector Machine
(SVM) and Convolutional Neural Network (CNN). More specifi-
cally, for speech emotion classification our baseline yields higher F1
than SVM (36.5% vs 33.0%), and our baseline performs better than
CNN (37.9% vs 37.0%) in the video modality.

Additionally, comparing the performance achieved by our cor-
responding baselines and the proposed implicit fusion model, it is
noticed that, the latter approach performs better than the former one
by a large margin, i. e., 40.2% vs 36.5% for audio and 42.1% vs
37.9% for video. These experimental results may indicate that, the
proposed implicit fusion approach is plausible to promote perfor-
mances of mono-modal emotion classification further when infor-
mation from auxiliary modalites are integrated during training.

Furthermore, to demonstrate the effect of the weights of the aux-
iliary modality α for the performance of emotion prediction, we
computed the performance in terms of F1 for each predefined value
of α on the audio and video modalities, as shown in Fig. 2. When
α = 0.0, i. e., no contribution from the auxiliarly modality, the
model is learnt based on only the loss of each single modality, sep-
arately. When α increases, i. e., the contribution of the auxiliary
modality during training increases, the performance of mono-modal
emotion recognition (audio or video) is improved first, until a point
where the contribution of the auxiliary modality might actually pe-
nalise the learning objective too much and even harm the learning
of the main modality, and thus performances starts to decrease. To
this end, a proper value of the weight α needs to be identified for
the tasks at hand. We can observe from the figure that, the best
performance for both audio and video emotion classification on the
OMG-Emotion database is reaped when α = 0.5.

4.3.2. Results on RECOLA

Table 2 presents the implicit fusion results in terms of CCC for the
prediction of the arousal and valence dimensions on RECOLA. One
may observe that, when implementing implicit fusion, the obtained
results are consistently higher than the related baselines on the devel-
opment partition. This confirms the importance of integrating aux-
iliary modality for mono-modal emotion recognition. Also, similar
observations can be seen on the test partition in most cases (i. e., 3

out of 4 cases). This exception case is highly attributed to the mis-
match between the two partitions.

Meanwhile, as illustrated in Table. 2, our approach achieves
comparable or superior performance to other state-of-the-art meth-
ods applied on the RECOLA database, such as Support Vector Re-
gressor (SVR) [11], a curriculum learning model [29], multi-task
learning [12], and a Dynamic Difficulty Awareness Training (DDAT)
framework [22]. Particularly, perception uncertainty-based DDAT is
a more recent and promising approach, which exploits the perception
uncertainty to estimate the difficulty of learning specific information,
as emotion prediction is a subjective task without a ground truth [22].
Despite the fact that our proposed models are worse than the DDAT
models on the audio modality, the implicit fusion can be incorpo-
rated with DDAT in the future, to further boost the performance of
mono-modal emotion recognition.

Moreover, one may notice that when predicting arousal based on
only video data, the best ever CCC (.413) is achieved by an implicit
fusion model. This indicates that our approach can largely supply
additional knowledge from audio to alleviate the weakness of video
signals for arousal prediction.

5. CONCLUSION

In contrast to previous studies that train audiovisual data jointly for
multi-modal emotion recognition, we, for the first time, exploited
the audiovisual information to build models targeted at mono-modal
scenarios. By adding an addition loss from an auxiliary modality
to penalise the learning process, complementary information from
other modalities is combined implicitly. The proposed methods
were evaluated on two datasets for emotion classification and re-
gression, respectively. Experimental results have demonstrated that
the proposed methods clearly improve the prediction performance
of a mono-modal model by involving a complementary modality
into its learning process.

In the future, we will investigate the efficiency of the proposed
implicit fusion in other applications, such as speech recognition and
scene detection. Additionally, more auxiliary modalities will be
taken into consideration in future to further facilitate speech/facial
emotion prediction, e. g., the head position and physiological signals.
Furthermore, we also plan to combine the implicit fusion with the
dynamic difficulty awareness training [22] to advance mono-modal
emotion recognition.
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