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ABSTRACT

State-of-the-art speaker diarization systems utilize knowl-
edge from external data, in the form of a pre-trained distance
metric, to effectively determine relative speaker identities
to unseen data. However, much of recent focus has been
on choosing the appropriate feature extractor, ranging from
pre-trained i−vectors to representations learned via different
sequence modeling architectures (e.g. 1D-CNNs, LSTMs,
attention models), while adopting off-the-shelf metric learn-
ing solutions. In this paper, we argue that, regardless of
the feature extractor, it is crucial to carefully design a met-
ric learning pipeline, namely the loss function, the sampling
strategy and the discriminative margin parameter, for building
robust diarization systems. Furthermore, we propose to adopt
a fine-grained validation process to obtain a comprehensive
evaluation of the generalization power of metric learning
pipelines. To this end, we measure diarization performance
across different language speakers, and variations in the num-
ber of speakers in a recording. Using empirical studies, we
provide interesting insights into the effectiveness of different
design choices and make recommendations.

Index Terms— Speaker diarization , metric learning, at-
tention models, inverse distance weighted sampling

1. INTRODUCTION

Speaker diarization refers to the problem of attributing rel-
ative speaker identities without any prior information about
speakers or the nature of speech [1]. This is often used as the
first step before invoking downstream inference tasks such
as speaker recognition. Diarization systems can be severely
challenged by variabilities in acoustic conditions and the need
to adapt to speakers with different characteristics. Posed as
an unsupervised learning problem, its success relies heavily
on the choice of an appropriate distance metric for perform-
ing clustering. While classical approaches [2, 3, 4] resorted
to careful feature design coupled with a predefined metric,
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for example cosine similarity between i−vectors, more re-
cent solutions have emphasized the importance of integrating
a metric learning pipeline into diarization systems [5, 6, 7].
This naturally allows knowledge inferred from an external
data source to be utilized while performing diarization on an
unseen target data. Powered by recent advances in deep neu-
ral networks, there is a surge in interest to construct general-
izable latent spaces, that will make the learned metric highly
effective for even unseen speakers [7].

In general, metric learning aims to utilize latent features in
data to effectively compare observations [8, 9]. This amounts
to inferring key factors in data, while encoding higher order
interactions, to ensure that examples from the same speaker
are within smaller distances, compared to examples from a
different speaker [6]. While a variety of formulations exist for
supervised metric learning [7, 10], recent approaches have re-
lied on deep networks to construct embeddings that satisfy
the supervisory constraints. Popular examples include the
siamese [11], triplet [12, 8], and quadruplet [13] networks.
By coupling sequence modeling techniques with these deep
metric learning formalisms, recent works such as [5, 7] pro-
duce state-of-the-art diarization performance, while entirely
dispensing the need for explicit feature design.

Though most existing works have focused on choosing
the right sequence modeling architecture, it is critical to un-
derstand the impact of different components in the metric
learning pipeline, from the context of generalization perfor-
mance. In this paper, we consider three critical components in
deep metric learning algorithms, and perform empirical stud-
ies to understand their impact on diarization performance:
(i) loss function, (ii) strategy for sampling negative exam-
ples, and (iii) margin parameter selection. By performing a
fine-grained evaluation of generalization to different language
speakers and variations in the number of speakers, our study
provides interesting insights into choosing the right metric
learning architecture for reliable performance.

2. DIARIZATION SYSTEM OVERVIEW

An overview of the diarization system used in our work is il-
lustrated in Figure 1. Though, several existing solutions build
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Fig. 1. An overview of the diarization system adopted in this work. Following the state-of-the-art approach in [7], we use raw
MFCC features along with deep metric learning to infer embeddings for diarization. The focus of this work is to effectively
design different components of metric learning, such that improved generalization is achieved.

upon pre-designed features, such as i−vectors, our setup fol-
lows the approach in [7] and operates directly on the mel fre-
quency cepstral coefficients (MFCCs) to extract speaker em-
beddings. In the first stage, an out-of-domain labeled source
dataset is utilized to perform metric learning, wherein the
speaker ID is used to define positive and negative triplets (or
quadruplets). For learning latent features from the sequence
data, we adopt the state-of-the-art attention models [14]. Di-
arization is then performed on a different target dataset by
first extracting embeddings with the pre-trained model and
then organizing segments using a clustering algorithm.
Preprocessing: In our setup, the speech recordings con-
sidered are temporally segmented into non-overlapping seg-
ments of equal duration (fixed at 2 seconds). The MFCC
features are then extracted using 25ms Hamming windows
with 15ms overlap. Consequently, each data sample corre-
sponds to a temporal sequence xi ∈ RT×d where T is the
number of MFCC frames and d is the number of MFCC
dimensions.
Architecture: In this work, attention models are used to learn
speaker embeddings from MFCC features, using a metric
learning objective. Attention mechanism is a widely-adopted
strategy in sequence modeling, wherein a parameterized func-
tion is used to determine relevant parts of the input to focus
on, in order to make decisions [15, 16]. We use a popular
implementation of attention models, Transformer [14], which
employs the scalar dot-product attention mechanism.

This architecture uses a self-attention mechanism to cap-
ture dependencies within the same input and employs mul-
tiple attention heads to enhance the modeling power. One
useful interpretation of self-attention is that it implicitly in-
duces a graph structure for a given sequence, where the nodes
are time-steps and the edges indicate temporal dependencies.
Furthermore, instead of a single attention graph, we can ac-
tually consider multiple graphs corresponding to the different
attention heads, each of which can be interpreted to encode

different types of edges and hence can provide complemen-
tary information about different types of dependencies. This
concept is referred to as using multiple attention heads. Song
et al. [7] utilized a variant of this architecture for speaker di-
arization and our system follows their implementation. As
illustrated in Figure 1, the model consists of a multi-head,
self-attention mechanism with a feed-forward network (FFN)
stacked together L times to learn the deep representations.
Besides, positional encoding is included to exploit the order-
ing information from a sequence.
Clustering: After obtaining the embeddings Z from the pre-
trained model from the out-of-domain data, we perform x-
means [17] to estimate the number of speakers, and then use
k-means clustering with the estimation. Note, we force x-
means to produce at least 2 clusters.
Evaluation Metric: Following standard practice, we use di-
arization error rate (DER) as the evaluation metric and utilize
the pyannote.metric [18] package.

3. DESIGN METHODOLOGY

In this section, we describe design choices that we considered
pertinent to the loss function, sampling strategy and selection
of the margin. The design choices on these components result
in a total of 11 realizations of the metric learning pipeline.

3.1. Choice of loss function

We consider two state-of-the-art loss functions to build
speaker embeddings from MFCC features with attention
models: triplet loss, and quadruplet loss. Denoting the atten-
tion model asA(.), and the Euclidean distance between a pair
of embeddings as Dij = ‖A(xi)−A(xj)‖2, we describe the
definitions of the loss functions in detail.
(i) Triplet loss (Trip) [8]: In a triplet network, every input to
the attention model is a group of 3 samples xa,xp,xn, where
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xa denotes an anchor, xp denotes a positive sample from the
same class as xa, and xn a negative sample from a different
class. Every sample in the set is processed independently by
the attention model, and we compute the triplet loss as:

ltrip(xa,xp,xn) = max(0, D2
ap −D2

an + α), (1)

where the margin parameter α characterizes the separation
between D2

an and D2
ap, such that D2

an ≥ D2
ap + α. Unlike

the contrastive loss [11], the triplet loss does not impose a
global margin of separation, and allows a certain amount of
distortion in the embedding space.
(ii) Quadruplet loss (Quad) [13]: A well-known criterion for
achieving high generalization ability to unseen classes is to re-
duce the intra-class variability while enlarging the inter-class
variability. The recent study on quadruplet network shows
that, by adding such a modeling term into the triplet loss, one
can decrease the generalization error [13]. More specifically,
quadruplet loss includes an additional sample xq to the in-
put set of {xa,xp,xn}, where xq is from a class different
than both xa and xn. As a result, the modeling of the intra-
and inter-class variations can be achieved by targeting that
D2

qn ≥ D2
ap + α2, in addition to the triplet loss:

lquad(xa,xp,xn,xq) = max(0, D2
ap −D2

an + α1)

+ max(0, D2
ap −D2

qn + α2)
(2)

where α1 has the similar effect as in Equation 1 while α2

balances the two criteria in the training process.

3.2. Choice of sampling strategy

The sampling process is critical in training metric learning ar-
chitectures, and recent studies have demonstrated that a good
sampling strategy can be equally important as the loss formu-
lation in achieving state-of-the-art performance [19]. We de-
scribe different sampling strategies under the setting of triplet
loss, but the design choice is similar under other loss func-
tions. Given an anchor-positive pair, the naı̈ve way to obtain
a negative sample is sample at random. However, this can be
sub-optimal as a large number of random examples selected
can be easy negatives, which do not contribute to the loss at
all. In this paper, we consider the following strategies:
(i) Semi-Hard Mining (SH) [12]: In contrast to random sam-
pling, one can select only a hard negative which satisfies
D2

an < D2
ap. However, as shown in [12] this can typically

lead to a collapsed model. In order to construct more useful
triplets (or quadruplets), it is prudent to select only those sets
of embeddings that satisfy D2

ap ≤ D2
an ≤ D2

ap + α, referred
as semi-hard negatives.
(ii) Distance-Weighted Sampling (DW) [19]: Although semi-
hard negative mining is effective in practice, it is still a
heuristic approach and may not be optimal to cover the high-
dimensional sampling space. Consequently, Wu et al. ana-
lyzed existing sampling strategies, and hypothesized that a

Table 1. Overall performance of different configurations of
metric learning. Our recommendations are showed in green.

Sampling Loss Margin DER %

Random Triplet Fixed 14.11
Random Triplet Adaptive 13.57
Random Quadruplet Fixed 13.54
Random Quadruplet Adaptive 13.08

Semi-hard Triplet Fixed 12.77
Semi-hard Triplet Adaptive 14.25
Semi-hard Quadruplet Adaptive 13.18

DWS Triplet Fixed 12.44
DWS Triplet Adaptive 12.98
DWS Quadruplet Fixed 12.47
DWS Quadruplet Adaptive 12.76

better approach can be to reduce the sampling bias, and be
more exposed to classes which may lie at the edge of a latent
space [19]. Specifically, we construct a discrete probability
measure for each example based on the inverse distances to
the anchor, and draw samples with the assigned probabilities.

3.3. Choice of margin parameter

Finally, we study the impact of how the margin parameter
is chosen. In the fixed margin (FM) case, pre-defined val-
ues were used throughout the training, α = 0.8 (α1 = 0.8
and α2 = 0.4 for quadruplet loss). For the adaptive margin
(AM) case, as suggested in [13], we compute margin as the
difference between the mean of the anchor-negative distance
distribution, µan, and the mean of the anchor-positive dis-
tance distribution, µap, within every mini-batch processed by
the network. During the initial phase of training, the margin
is assigned to be a fixed value and as the training progresses,
the margin increases and consequently only allows those sam-
ples producing a non-zero loss to be evaluated in the gradients
computation. Our adaptive margin was calculated as follows:

α(xa,xp,xn) = max(0.8, µan − µap). (3)

4. EMPIRICAL EVALUATION AND INFERENCES

All variants of the metric learning pipeline were trained on
the TEDLIUM corpus which consists of 1495 audio record-
ings. A set of 1211 speakers with an average recording length
of 10.2 minutes were considered after ignoring speakers with
less than 45 transcribed segments from the dataset for train-
ing. The recordings were down-sampled to 8kHz to match the
target CALLHOME corpus. The CALLHOME corpus con-
sists of 780 transcribed, conversation speech recordings from
six different languages namely Arabic, Chinese, English, Ger-
man, Spanish and Japanese, containing 2 to 7 speakers. We
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Fig. 2. Fine-grained evaluation of diarization performance. We measure the generalization power of a learned metric by
performing diarization with speakers from a specific language, and also with increase in the average number of speakers.

evaluate the overall diarization performance using DER to un-
derstand impact of the different design choices.

Although DER collectively considers false alarms, missed
detections and confusion errors, most existing systems eval-
uated on CALLHOME [5] account for only the confusion
rate and ignore overlapping segments. Following this con-
vention, we use the oracle speech activity regions and use
only the non-overlapping sections. Additionally, there is a
collar tolerance of 250ms at both beginning and end of each
segment. Table 1 shows the overall diarization performance
obtained using different realizations of the metric learning
pipeline. By studying the impact of different design choices,
we make the following observations: Both the triplet and
quadruplet losses are highly effective in constructing gener-
alizable latent spaces, however their performances are sub-
optimal when random sampling was used. On the other hand,
distance weighted negative sampling boosts the performance
significantly in all cases. However, semi-hard negative min-
ing was useful only with the triplet loss. Finally, in contrast to
state-of-the-art results in vision applications, using an adap-
tive margin did not seem to provide any improvements to the
performance, except in the case of random sampling. Overall,
we find that triplet loss with distance weighted sampling pro-
duced the lowest DER (12.44%) on the CALLHOME dataset,
which is the best reported performance in the literature so far.

Figure 2 shows the language specific diarization perfor-

mance of the architectures. It can be clearly observed that
the DERs for English conversations are relatively lower than
other languages. We attribute this to the fact the metric was
trained using recordings in English. Another possible reason
for higher DER in other languages can be related to the fact
that speaker identity is the only semantic information used for
training the network and as a result the model is not able to
generalize the learned embeddings independent of language.

We also studied the effect of number of speakers in a
conversation on the expected diarization performance - for
this experiment, we randomly concatenated speech segments
from multiple conversations, to produce two variants of the
CALLHOME dataset where the average number of speakers
per conversation was increased to 4 and 6 respectively. It can
be observed from Figure 2, that the DER increases substan-
tially for all the architectures considered, which clearly evi-
dences the gaps in the current art of generalizing a distance
metric to unseen scenarios.

Conclusions: In summary, we find that the choice of met-
ric learning pipeline has a crucial role in diarization perfor-
mance with unseen datasets, and we identify configurations
that produce state-of-the-art results. However, we notice sig-
nificant performance variability across speakers from differ-
ent languages, and that the performance of diarization sys-
tems quickly degrades with increase in number of speakers
per conversation.

5809



5. REFERENCES

[1] Sue E Tranter and Douglas A Reynolds, “An overview
of automatic speaker diarization systems,” IEEE Trans-
actions on audio, speech, and language processing, vol.
14, no. 5, pp. 1557–1565, 2006.

[2] Jan Prazak and Jan Silovsky, “Speaker diarization using
plda-based speaker clustering,” in Intelligent Data Ac-
quisition and Advanced Computing Systems (IDAACS),
2011 IEEE 6th International Conference on. IEEE,
2011, vol. 1, pp. 347–350.

[3] Gregory Sell and Daniel Garcia-Romero, “Speaker di-
arization with plda i-vector scoring and unsupervised
calibration,” in Spoken Language Technology Workshop
(SLT), 2014 IEEE. IEEE, 2014, pp. 413–417.

[4] Xavier Anguera, Simon Bozonnet, Nicholas Evans,
Corinne Fredouille, Gerald Friedland, and Oriol
Vinyals, “Speaker diarization: A review of recent re-
search,” IEEE Transactions on Audio, Speech, and Lan-
guage Processing, vol. 20, no. 2, pp. 356–370, 2012.

[5] Daniel Garcia-Romero, David Snyder, Gregory Sell,
Daniel Povey, and Alan McCree, “Speaker diarization
using deep neural network embeddings,” in Acoustics,
Speech and Signal Processing (ICASSP), 2017 IEEE In-
ternational Conference on. IEEE, 2017, pp. 4930–4934.
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