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ABSTRACT

This paper considers the problem of approximating continuous func-
tions of finite Dirichlet energy from samples of these functions. It
will be shown that there exists no sampling-based method which is
able to approximate every function in this space from its samples.
Specifically, we are going to show that for any sampling based ap-
proximation method, the energy of the approximation tends to infin-
ity as the number of samples is increased for almost every continuous
function of finite energy. As an application, we study the problem of
solving the Dirichlet problem on a bounded region. It will be shown
that if only samples of the boundary function can be processed then
the energy of the solution can not be controlled for any function from
a non-meager dense set.

Index Terms— Sampling and reconstruction, approximation,
computability, Dirichlet problem, finite energy

1. INTRODUCTION

Let f be a given function in a Banach space B of 27-periodic, con-
tinuous functions considered on the interval T = [—, 7r]. Since the
cardinality of T is uncountable, it is impossible to store or to pro-
cess all values { f(¢) : t € T} on a digital computer. Instead, one re-
tains only finitely many samples W (f) = {f(7) : 7o € Zn} of
f taken on a sampling set Zy C T of cardinality | Zn| = N < oo.
Then any function or operator A which has f as an input calculates
effectively only with the available samples Wx (f). One core as-
sumption in signal processing is then that there always exists an op-
erator or algorithm A x : W (f) — B which uses only the samples
W (f) as input and which is able to approximate the output A(f)
sufficiently well in the sense that Ay (f) converges to A(f) as the
number of available samples N goes to infinity, i.e. so that

Jim [A(f) = An(f)lls =0 forevery f € B,
where the convergence is assumed to be in the norm of the Banach
space B and where the norm characterizes usually important physical
quantities of any f € B, e.g. the energy of f.

In this paper, we are going to show that this fundamental as-
sumption in signal processing is actually not true, in general. For
concreteness and clarity of the presentation, we consider a very sim-
ple but often used example for the operator A, namely we study the
identity operator I : B — I3 on certain Banach spaces B. In other
words, we consider the problem of reconstructing (approximating)
a function f € B from its samples Wy (f) on a finite sampling set
Zn C T in such a way that the reconstruction error goes to zero
as the number of available samples N goes to infinity. This prob-
lem is considered on Banach spaces £3 of continuous functions with
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finite Dirichlet energy || f||; and where the signal energy satisfies
additionally a certain concentration condition characterized by the
parameter 0 < 5 < 1. Functions in these Banach spaces play an
important role in physics and engineering since for these functions
the Dirichlet problem has a solution of finite Dirichlet energy.

This paper is going to show that for any arbitrary sequence of
sampling sets {Zn} 5 en C T with associated approximation op-
erators Ay there always exist functions f € &g of finite energy
I fllg < +oo such that the energy of the sampling-based approx-
imation A (f) gets arbitrarily large for sufficiently large N, i.e.
such that

lim sup [ Ax (f)ll = +0 -
N— o0

This is true, even if the signal energy satisfies additionally a cer-
tain concentration condition. This observation is then applied to
sampling-based methods for solving the Dirichlet problem.

Following the publication of Shannon’s seminal paper [1] on
sampling of bandlimited signals, many different approaches for
sampling-based signal processing where developed for a variety of
applications, for different signal spaces, and for several basis func-
tions [2-10]. So sampling theory is now one of the cornerstones
in signal processing [11, 12]. Based on an axiomatic approach,
which generalizes the above settings by making no restriction on
the used basis functions, this paper presents a particular and very
simple example showing that there exist fundamental limits of
sampling-based signal processing methods for the approximation of
continuous functions f of finite energy. It will be shown that such
approximation methods can generally not control the energy of the
approximation.

2. FUNCTIONS OF FINITE DIRICHLET ENERGY

A family of Banach spaces The Banach space of all functions
continuous on T with the norm || f|| ., = maxcer|f(¢)] is denoted
by C(T). Let f € C(T) be arbitrary with its Fourier coefficients

en(f) = 55 Jp F(t)e™ dt,

Then we define on C(T) for any 5 > 0 the seminorm

n=0,41,42,.... (1)

1= Sz lnl A+ logn)? lea(DF @

and therewith the space &g = {f € C(T) : [|f||; < oo}. Equipped
with the norm || f||¢, = max (Ifllo > [I£1l 5 ) this space becomes

a Banach space for every 5 > 0. This way, we obtain a family
{&s} 5>0 Of Banach space and it is clear from the definition that
Ep, CEp, C & CC(T) forall B2 > 81 >0, 3)

and Parseval’s identity implies that £g C L?(T) for all 8 > 0.
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The Dirichlet problem and Dirichlet energy The seminorm (2)
with 8 = 0 plays a particular important role in physics since it corre-
sponds to the Dirichlet energy of certain potential fields. To explain
this, we consider the well known Dirichlet problem on the unit disk
D={z€C:|z| <1}.Letu:D — C be a function defined on D,
write z = x + iy for any point z € D, and let g € C(T) be a given
function. Then the Dirichlet problem is to find u such that

0%u 0%u
(Au) (2) = @(Z) + 8—y2(z) =0 forallzeD (4a)
u(e?) = g(0) forall@ € T.  (4b)

In other words, one looks for a function v which is harmonic in D
and whose boundary values u|sp coincide with the given g € C(T).
The unique solution of (4) is known to be the Poisson integral of g
(see, e.g., [13, § 11.8]), i.e. for every z = re!’ e D, itis given by

1—12

u(z) = (P9 (2) = 3= [ 90) o= 47 )

Nevertheless, according to the so called Dirichlet principle, any so-
lution of (4) can also be obtained by minimizing a particular energy
functionals under the side constraint (4b), i.e. by

w=argminD[f] s.t. f(¥)=g(0) foralldeT, (6)
fep

where the functional D[f] = ;& [/ |lgrad(f)||3z dA is called the
Dirichlet energy of f, and D = {u: D — C with D[u] < 400} is
the set of all functions on D with finite Dirichlet energy [14].

So (6) yields a solution u of (4) and it is clear that every solution
of (6) has finite Dirichlet energy D[u]. Since  is harmonic in D, it
is easy to verify that the Dirichlet energy of u can also be expressed
by D[u] = >, o, Inl |en (w)]? in terms of its Fourier coefficients.
Because u coincides with g on the boundary of D, it follows that also
the Dirichlet energy of the boundary function g has to be finite, i.e.

D[u] =Dlg] = 3,z Inl len(9)]* = llgllz < oo,

wherein [|g]lg := ||| 5—, stands for the seminorm of g defined in
(2) with § = 0. This illustrates the importance of the space &o.
It contains all continuous functions with finite Dirichlet energy, i.e.
all functions g for which the Dirichlet problem (4) has a solution of
finite energy. Moreover, it follows from (3) that every space £3 with
B > 0 contains functions of finite Dirichlet energy. The parameter 3
characterizes only how good this energy is concentrated in its Fourier
coefficients. The larger [ the better concentrated is the energy of f in
its Fourier coefficients ¢, (f) with small index n. We finally notice
that & coincides with the Sobolev space H/?(T) = W/%2(T).

3. SAMPLING-BASED APPROXIMATION

We are going to investigate sampling-based approximation methods
on the signal spaces £g. Each approximation method consists of a
sequence A = {An} . of operators Ay : Eg — Eg concentrated
on certain sampling sets Zx. We wish that A (f) converges to f
as N — oo for every f € &g, and it is only required that every A
satisfies the two simple properties given in the following definition.
Definition 1: Let 3 > 0 be arbitrary and let A = {AN} oy be a
sequence of lower semicontinuous operators An : Eg — Ez. We
say that A is a sampling-based approximation method on Eg if it
satisfies the following two properties.

(A) To every N € N there exists a finite set Zn C T such that for
all fl, f2 € gﬁ

fi(r) = fo(T)
implies [An(f1)] (t) = [An(f2)] (t)

(B) There exists a dense subset M C Eg such that
Jim [If = An(f)lg, =0 forall f € M.

forallT € Zn
forallt € T .

The first condition requires that each operator A x processes only
samples of f taken on the finite sampling set Zn. The second prop-
erty requires that Ay (f) converges to f for all functions f in a dense
subset of £3. Since we are interested in methods A which converge
for all f € £g, Property (B) constitutes no restriction on the consid-
ered approximation methods. Moreover, we would like to emphasis
that Definition 1 makes no assumption on the linearity of the opera-
tors A . So each A y might be non-linear, in general.

4. ENERGY BLOWUP

We are going to prove (in Sec. 5) the following statement showing
that for any sampling-based approximation method A = {An} vy
on &g with 8 € [0, 1], the Dirichlet energy of the approximation
AN (f) may get arbitrarily large as [N goes to infinity.

Theorem 1: Let 0 < 8 < 1 be arbitrary and let A = {AN}
be a sampling-based approximation method satisfying Properties (A)
and (B) of Definition 1. Then the set

R(A) ={f €& : limsupy_, [|AN(f)llg = +o0}

is a residual set in Eg, i.e. its complement is a meager set.

Since D[f] = ||f||5 < ||f|\§ for every f € Bg with § > 0, Theo-
rem 1 implies in particular divergence in the norm of Bg, i.e.

li]gn sup HAN(f)Hg/, = 400 forall f € R(A) .

— 00

Assume A = {An} .y is an arbitrary given approximation
method for reconstructing functions from their samples and which
satisfies the conditions of Definition 1. Then there always exist
functions f € £z which have (by the definition of £s) finite Dirich-
let energy || f||3 < oo but such that the Dirichlet energy of the
approximation || A (f)||2 can not be controlled. Thus the Dirichlet
energy of the approximation exceeds any given bound M > 0 as the
approximation degree N gets sufficiently large. This happens even
though we want that the approximation error decreases as NN in-
creases, which would imply imy o0 [|AN(f)|lg = || fllg < +oo.
So Theorem 1 shows in particular that for every f € R(A) always
lImpy oo || f — An(f)|lg # 0 hold. Nevertheless, it is worth to no-
tice that without aiming to control the energy of the approximation
An(f), it will always be possible to find approximation methods
such that limy o || f — An(f)||, = O forall f € C(T). Exam-
ples include the interpolation by trigonometric polynomials [15, 16]
or by splines [4, 17]. So controlling the energy of a sampling-based
approximation process seems to be much harder than controlling the
maximum norm.

Application: Solution of the Dirichlet problem As an appli-
cation, we consider the problem of calculating the solution of the
Dirichlet problem (4) discussed in the last paragraph of Section 2.
Assume that for 8 € [0,1], g € &g is the given boundary func-
tion of the Dirichlet problem (4). To calculate its solution on a digi-
tal computer, only finitely many values W (g) = {g(7) : 7 € Zn}
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Fig. 1. The function f; € Ej as defined in (10) and the correspond-
ing function T f; € C(T)

of g can be taken into account. Then a common way to determine
the solution of (4) goes a follows: 1) Interpolate the given samples
of g with an appropriate continuous function (e.g. with a spline or
a trigonometric polynomial) to obtain an approximation g of g. 2)
Calculate the Poisson integral (5) of gn to obtain an approximation
un = Pgn of the solution w. In other words, choose an approxima-
tion method A = {AN} vy as in Definition 1 and calculate

However, even for this appealing method, Theorem 1 implies that
it is impossible to control the Dirichlet energy |lun || of the solu-
tion u . More precisely, we have the following statement.

Corollary 2: Let 0 < 3 < 1 be arbitrary and let A = {AN} ycy
be a sampling-based approximation method satisfying Properties (A)
and (B) of Definition 1. Then the set

{gegﬁ

is a residual set in Eg.

un(z) = zeD. )

: limsupy_, o HP [An(g)] HE = +°°}

So even though for ever ¢ € &g, the Dirichlet problem (4) has a
solution of finite Dirichlet energy, any algorithm of the form (7),
based on samples of g, will fail to calculate a finite energy solution
for almost each function in 3.

5. PROOFS AND AUXILIARY RESULTS

We are going to prove Theorem 1. To this end, some preliminary
results are needed, presented and discussed in the first paragraph.
The proof of Theorem 1 is then given in the second paragraph.

Auxiliary results We start by defining a particular linear operator
T : £g — C(T) which will be of importance in the proof of Theo-
rem 1. Let 0 < 8 < 1 be arbitrary and let f € Eg be arbitrary with
Fourier coefficients {cn(f)},c, as given in (1). Then we define
T:& — C(T) by

Z} log\n| Z logn emt’

It will be important that the so defined operator is bounded.

Lemma 3: Let 0 < § < 1 be arbitrary. Then T : £5 — C(T), as
defined in (8), is bounded and there exists a constant Ky such that

ITfllee < Killfllg < Kullflly  forall f €& (9)

teT. (8)

Fig. 2. The function fo € Eg N L*°(T), defined in (11), for which
Tfo ¢ L=(T).
Proof: Let f € Eg be arbitrary and set g = T f. Then
(T O = 190] < Tpez len(@)] = Cpayza T
for all ¢t € T and Cauchy-Schwarz inequality yields
1/2
VOIESPoH——— e SR 00 )
SKilfllg < Kullfllp < Kallflle,

forevery t € T.

This proves (9) with K1 = (2307, W)l/z < oo and shows
that T : £g — C(T) is bounded. L]

We notice that T, as defined in (8), shows a very interesting behavior
on the set Eg = {f : T — C with || f||z < +oc} of all functions
on T with finite Dirichlet energy. On the one hand, there exist func-
tions f € Ep which are unbounded but for which T f is bounded
on T. One examples is the function

ht) = Z cos(nt)

nlogn

bln nt

with (Tf1)( (10)

= IZ
The so defined f; is in Ll(T) and continuous for ¢ # 0 (cf. [18,
Thm. 1.8, Chap. 5.1] but it is unbounded since fi(t) — oo
as |[t| — 0. Nevertheless, one easily verifies that Tf; satis-
fies D,z len(Th1)] = D07, m < 400, showing that
T f1 belongs to the Wiener algebra and in particular showing that
Tf1 € C(T). So T maps an unbounded function onto a bounded
function. This property of T is visualized in Fig. 1.

On the other hand, there are bounded functions f € Ejy such that
T f is unbounded. This is illustrated by the following examples

£ =32 win (op) 0= 130 Sy

n(logn)?’

n=

n=1
and the corresponding graphs are plotted in Fig. 2.
Apart from the operator T, the following lemma, taken from
[19], will be of central importance in the proof of Theorem 1.

Lemma 4 (Interpolation lemma): Let 0 < 3 < 1 be arbitrary and
let Z C T be a finite sampling set. To every g € C(T) there exists
an f € Eg with Hngﬁ < 2||g||, which satisfies

f(r)=g(r)  forallTe Z.

Remark: We notice that the corresponding resultin [19, Corollary 5]
makes a much stronger statement since it gives also a bound on the
maximum norm of the conjugate of the interpolating function f,
which is not needed for our actual problem.
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Sketch of proof of Theorem 1 For simplicity and because of space
constraints, we give a full proof of Theorem 1 only under the addi-
tional assumption that all operators An : £ — £ in the sequence
A = {AN} ycy are linear. Subsequent to this proof, we will com-
ment on necessary extensions needed to prove the theorem also for
non-linear operators A n.

Proof: We fix an arbitrary 8 € [0,1] and prove the theorem by
contradiction. Assume the theorem is false, i.e. assume the set
{feé& : limsupy_, |Anfllp < oo} is a residual set. Then
the uniform boundedness principle for linear operators (Banach—
Steinhaus Theorem) implies that there is a constant C'4 so that

[Anflle < Callflle,

1)Let T : £5 — C(T) be given as in (8). Therewith, we define
asequence T' = {Tn} oy of operators T : £5 — C(T) by

Tnf=TANS, feés. (13)
Applying Lemma 3, one gets from (12)
TN flloo = ITAN flloo < Ki[[ANfllg < KaCallflle,
< Cr Hngﬁ forall f € Es (14)

forall f € £g . (12)

and for every N € N and with the constant Cr = K; Ca.

2) Now we pick an arbitrary N € N with corresponding sam-
pling set Zn and we choose an arbitrary f € C(T). According to
Lemma 4, there exists an fy € g such that

||fN||gﬁ§2||f||oo and fn(7) = f(r) forallT € Zx .

By the definition of T' i in (13), it is clear that T n is concentrated on
ZnN. So (14) implies in particular that |Tn f|| = TN fn| <
Cr HfN||£ﬁ <2Cr || fll,, forall f € C(T),i.e.

SUPnen ||TNHC(T)HC(T) <2Cr. (15)

3) Let M C &g be the subset from Property (B) of A. Then the
boundedness of T : £g — C(T) (cf. Lemma 3) yields

ITNf = Tfllo = ITANF = lloe SITIINANS = flle,
and so Property (B) of the sequence {An} oy implies
IJiLnOOHTfoTfHOO:O forall f € M . (16)
Moreover, since M is dense in £g, and &g is dense in C(T), it easily

follows that M is dense in C(T). So (15) together with (16) imply
that T : C(T) — C(T) is a bounded linear operator with

ITfle <20 (fll  forall f€C(T) . a7

4) Nevertheless, T : C(T) — C(T) is not bounded. To see this,
we consider for arbitrary L € N the trigonometric polynomial

pr(t) =3, 2, teT.
It is known [18] that there exists a constant C; < +oco such that
lorll, < Ciforall L € N. So (17) would give

IToL], £2Cr Cy forall L € N . (18)

However, since (Topr) () = + S F_ costnt)

T 2 ne2 niogn > ON€ obtains

1Tl 2 [(Tor) (0)] = 35 sragn = loglog L .

This contradicts (18) for sufficiently large L and finishes the proof.m

The previous proof assumed that the operators Ay : £g — Eg are all
linear. This linearity allowed us to apply the uniform boundedness
principle (Theorem of Banach—Steinhaus) to obtain (12). Neverthe-
less, for non-linear operators A n this theorem has to be replaces by
the generalized uniform boundedness principle. Therewith one ob-
tains instead of (12) an inequality which does not hold for all f € €3
but only for all f in a specific open ball in £5. Then additional steps
are necessary to extend, in some sense, this inequality again onto the
whole space. These steps are almost exactly the same as in the proof
of [20, Theorem 3.1] and omitted here. Moreover, we refer to [20]
for a precise formulation of the generalized uniform boundedness
principle together with a corresponding proof, and a discussion on
its relation to the uniform boundedness principle for linear operators.

6. DISCUSSION AND OUTLOOK

This paper investigated the possibility of approximating 27-periodic
continuous functions from discrete samples. There already exists
an extensive literature on sampling-based signal processing meth-
ods [21-24]. These works usually aim to control the approximation
error in the infinity norm and there are many concrete sampling-
based approximation techniques { A } y ¢,y such that

Jim [[f = An(f)llo =0  forall f €C(T).

One very well known and often used example is the B-spline inter-
polation [17,25-28].

However, even thought the approximation in the maximum norm
is a reasonable approach for continuous functions, it is often im-
portant to control additionally other physical quantities of the ap-
proximation A x (f) such as the energy ||An(f)||g. This paper con-
sidered subspaces £g C C(T) of continuous functions with finite
(Dirichlet) energy and showed that there exists no sampling-based
approximation process which is able to control the energy of the ap-
proximation for all f € &£z even thought there are approximation
processes (e.g. approximations by splines or trigonometric polyno-
mials) which do converge for all f € Eg in the norm of C(T).

We note that a similar complicated behavior was observed for
approximations of the Hilbert transform of continuous functions
with finite energy [19, 20]. Together with the present paper, these
works illustrate fundamental limitations of sampling-based signal
processing methods. In particular, they show that continuous sig-
nals of finite energy are too complex to allow for a sampling-based
approximation methods which can control the energy of the approx-
imation. Based on a recent approach to classify the complexity of
certain optimization problems [29, 30], a complete characterization
of the complexity of sampling-based methods for approximation
the Hilbert transform of continuous signals with finite energy was
achieved in [31]. It seems an interesting open problem to obtain
a similar characterization for the complexity of sampling-based
approximation methods for continuous signals with finite energy.

We notice finally that Theorem 1 holds not only for continuous
functions with finite energy but for every £g with 0 < 8 < 1, i.e.
for all functions which satisfy additionally a certain energy concen-
tration. It is an interesting problem to find sufficient condition on the
energy concentration such that sampling-based approximation meth-
ods do exist. Our previous work [32] indicates that on spaces £3
with 5 > 1 sampling-based approximation might exist. However, a
formal proof of this conjecture is part of our future research.
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