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ABSTRACT
This paper considers content delivery of the cache-enabled small cell
networks (C-SCNs), where users with the same request form a mul-
ticast group and are served by a cluster of small-cell base stations
(SBSs) under the coordination of the central processor. The perfor-
mance of such a coordination is severely limited by the fronthaul
link, which may be saturated and degrade quality of service (QoS).
To improve user QoS, we propose a latency driven scheme by jointly
optimizing fronthaul bandwidth allocation, multicast beamforming,
and BS clustering. Accordingly, with min-max fairness among mul-
ticast groups, a latency minimization problem is formulated under
the constraints of fronthaul bandwidth and transmission power. The
resultant problem is a mixed-integer nonlinear program, which is
NP-hard. To address such a complex problem, a quadratic penalty-
based algorithm is proposed by using a reformulation of binary con-
straint. Meanwhile, we present the necessary condition for an opti-
mal solution, which shows that fronthaul bandwidth allocation is in-
herently adaptive to cached contents and patterns of BS cooperation.
Finally, simulation results demonstrate that the proposed scheme can
effectively reduce latency under different caching strategies.

Index Terms— Fronthaul Bandwidth Allocation, Multicast
Beamforming, BS Clustering, C-SCNs

1. INTRODUCTION

By connecting multiple small-cell base stations (SBSs) to the central
processor (CP) via fronthaul, the cloud-based small cell networks
(C-SCNs) enable centralized optimization for signal processing and
resource allocation across multiple SBSs through the coordination
of the CP [1]. However, the performance of such coordination re-
lies highly on the fronthaul link. The exponential growth of mobile
data traffic may cause the capacity-limited fronthaul link saturated,
and thus degrade quality of service (QoS). To deal with these chal-
lenges, wireless caching has been proposed as a promising approach
in recent years.

As reported in [2], mobile data traffic is generally dominated
by a few popular contents. For instance, the top 10% of videos in
YouTube approximately occupy 80% of total views [2]. In the cache-
enabled C-SCNs, each SBS can fetch those frequently requested
contents during off-peak sessions. When users make requests, the
cached contents can be locally transmitted without duplicated trans-
missions in the fronthaul link. In particular, the cache-enabled C-
SCNs need to address two fundamental problems, i.e., content place-
ment and content delivery. Content placement decides which files

are allowed to be cached in SBSs for a long timescale, while con-
tent delivery determines how the contents are transmitted in a short
timescale given their caching status in local SBSs.

Preliminary caching studies mainly focused on performance
metric optimization, such as network traffic, power consumption,
and system cost [3–5]. Nevertheless, latency, which is an im-
portant metric for users’ QoS, has not been well investigated in
cache-enabled wireless networks. The authors in [6, 7] investigated
caching strategies to achieve low latency. These works only focused
on basic cell caching, and ignored BS cooperation. Although in [8],
the authors investigated cooperative cell caching to reduce delay.
However, physical-layer transmissions were not considered, such as
multicast beamforming. To efficiently reduce download latency, the
joint design of cloud-to-BS layer and physical-layer transmissions
are needed. The authors in [9] examined beamforming design un-
der a fixed pattern for BS cooperation. In our previous work [10],
we proposed a cooperative transmission scheme to achieve low
latency by jointly optimizing fronthaul traffic assignment and mul-
ticast beamforming. To our best knowledge, the vast majority of
preliminary studies generally considered fixed fronthaul bandwidth
(resource) for each multicast group in the cooperative transmission.
As we mentioned previously, the capacity-limited fronthaul presents
one of major challenges for cooperative transmission. Thus, fron-
thaul resource should also be reasonably scheduled for cooperative
beamforming so as to provide high QoS for users.

In this paper, we focus on content delivery of the cache-enable
C-SCNs. Users with the same content request form a multicast group
and are served by a cluster of SBSs through multicast beamforming.
We aim to reduce the latency of content delivery through edge and
fronthaul links and guarantee fairness among multicast groups. To
reduce edge latency, more SBSs should be involved in cooperative
transmissions so as to provide higher spatial gain. To reduce fron-
thaul latency, more fronthaul bandwidth should be allocated to mul-
ticast groups with fewer cached contents in local SBSs. However,
the SBSs should be reasonably clustered according to their cache re-
source and fronthaul bandwidth. For instance, when assigning SBSs
without cache content to serve users, it may lead to extremely high
fronthaul traffic load and bandwidth consumption. Therefore, we
need to consider a joint design of fronthaul bandwidth allocation,
multicast beamforming, and BS clustering. In particular, a latency
minimization problem is formulated under transmission power and
fronthaul bandwidth allocation constraints. The resulting problem is
a mixed-integer nonlinear program (MINLP), which is hard to obtain
an optimal solution. As a compromise, a quadratic penalty-based al-
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gorithm is proposed to iteratively compute an approximate solution
with convergence guarantee. Moreover, necessary condition for an
optimal solution is also derived. Finally, the effectiveness of the pro-
posed scheme is demonstrated by simulations.

2. SYSTEM MODEL

As depicted in Fig. 1, we consider the downlink transmission of
the cloud-based small cell networks (C-SCNs), where a total of B
SBSs are connected to the CP through wireless fronthaul links with
finite capacity [12]. Meanwhile, K users are cooperatively served
by a cluster of SBSs on the wireless channels, which is referred to
as edge links. Each SBS has M antennas. We assume that the CP
has access to the whole content library, which stores F files. For
notational convenience, each file is assumed to have S bits. We index
the files by the rank order of content popularity. The probability of
file f being selected by users obeys the Zipf distribution p(f) =
cf−γ , where f denotes the rank order, γ ≥ 0 is the skewness factor,
and c is a normalization constant [3]. Let B = {1, . . . , B},F =
{1, . . . , F}, and K = {1, . . . ,K} be the sets of SBSs, files in the
library, and users, respectively.

A cache-enabled system usually operates in two phases, i.e., con-
tent placement and content delivery. Specifically, for content place-
ment, we use cache allocation matrix M = [mf,b] to indicate that
a certain fraction 0 ≤ mf,b ≤ 1 of file b is cached in SBS b. Con-
sequently, we have

∑
f∈F mf,bS ≤ Sb, where Sb is the caching

storage in SBS b. Notably, the wireless channel usually varies much
faster than content popularity distribution. Therefore, the cached
contents usually remain unchanged in a long timescale, that is, M
is prefixed and can be scheduled by many effective caching strate-
gies [13]. In this paper, we focus on content delivery, which is de-
tailed as follows.

Central Processor

SBSFronthaul Link

Edge Link

Cache

Cloud

Fig. 1. An illustration of cache-enabled C-SCNs.

We assume system operates in a block manner, during which
the wireless channel is quasi-static but varies from one to another
[14]. In each transmission block, each user k requests a certain file
fk. The set Freq ⊂ F denotes the indexes of all requested files
with cardinality Freq = |Freq|. Then, users are grouped according to
their requests. Specifically, users in group f are denoted as Gf and
only request file f . Accordingly, we define a BS clustering matrix
E = [ef,b] ∈ {0, 1}B×Freq , where the element ef,b = 1 indicates
that SBS b is selected to serve the multicast group f , otherwise 0.
The signal transmitted from SBS b is xb =

∑
f∈Freq

vf,bxf , where
the signal xf ∈ C independently encodes the information symbols
for multicast group f , with distribution xf ∼ N (0, 1), for ∀f ∈ F ;
and vf,b ∈ CM denotes the transmit beamformer for file b. Let

vf =
[
vHf,1,v

H
f,2, · · · ,vHf,B

]H
be the aggregate beamformer from

all SBSs for delivering file f . Note that if SBS b is not selected to
deliver file f , the corresponding transmit beamformer vf,b should
be 0. At the k-th user, the received signal is given by

yk =
∑
b∈B hkbvfk,bxfk︸ ︷︷ ︸

desired signal

+
∑
f∈Freq\{fk}

∑
b∈B hkbvf,bxf︸ ︷︷ ︸

inter-group interference

+zk,

where hkb ∈ CM denotes the channel matrix between SBS
b and user k; and zk denotes the additive complex Gaussian
noise with distribution zk ∼ CN (0, σ2

k). We define Dk =
|hkvfk |

2, and Jk =
∑
f∈Freq\{fk}

|hkvf |2 + σ2
k , where hk =

[hk1,hk2, · · · ,hkB ] ,∀k. By treating the interference as noise,
the achievable data rate for multicast group f is given by Rf =
mink∈Gf B0φ(Dk, Jk), where function φ(Dk, Jk) = log(1 +
Dk/Jk) and B0 is the bandwidth.

When the requested files are not entirely cached in local SBSs,
the missing contents should be fetched from the CP via fronthaul.
To schedule fronthaul spectrum, we utilize frequency division mul-
tiplexing access technique. We consider that the total fronthaul ca-
pacity is CF bps. Besides, fronthaul spectrum is orthogonal to that
of the edge link, and thus no interference is heard between the fron-
thaul and edge links. Let T = [tf,b] be bandwidth allocation matrix.
Accordingly, a fraction tf,b of the fronthaul bandwidth is allocated
for SBS b to serve multicast group f ; and the associated fronthaul
rate Rfh

f,b is given by Rfh
f,b = tf,bCF .

We mainly deal with the latency arising from content delivery
through the fronthaul and edge links, which is defined as the number
of symbols or channel uses needed to complete content transmis-
sion [9, 10]. By considering BS clustering and multicast beamform-
ing, the edge latency is given by TE = S/minf∈FreqRf , and the
fronthaul latency is given by TF = maxf∈Freq,b∈B ef,bm

′
f,b/R

fh
f,b,

where m′f,b = (1 − mf,b)S. We assume that message delivery is
half-duplex, and the system operates in a serial mode. Hence, the
total latency is given by

Ttotal (V,E,T) = max
f∈Freq

max
k∈Gf

S

B0φ (Dk, Jk)

+ max
f∈Freq,b∈B

ef,bm
′
f,b

tf,bCF + τ0
, (1)

where τ0 > 0 is extremely small to avoid null denominator, consid-
ering some files may be fully cached in SBSs and tf,b being 0; and
V = {vf , ∀f ∈ Freq}.

3. PROBLEM FORMULATION & PROPOSED DESIGN

Our goal is to minimize network latency for content delivery in the
fronthaul and edge links. Notably, edge latency depends on multi-
cast beamforming V and BS clustering E, whereas fronthaul latency
depends on BS clustering E and fronthaul bandwidth allocation T.
Thus, it is necessary to jointly optimize variables {V,E,T}, which
yields the following optimization problem,

P0 : min
V,E,T

Ttotal (V,E,T) (2a)

s.t.
∑
f∈Freq

‖vf,b‖22 ≤ Pb, b ∈ B, (2b)

‖vf,b‖22 ≤ ef,bPb, ∀f, b (2c)

E = [ef,b] ∈ {0, 1}B×Freq (2d)
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∑
b∈B ef,b ≥ 1, ∀f, (2e)∑
f∈Freq,b∈B tf,b = 1, 0 ≤ tf,b ≤ 1, ∀f, b, (2f)

where constraint (2b) indicates the maximum transmit power Pb for
SBS b. Constraint (2c) shows the coupling between beamformer
design and BS clustering, i.e., when ef,b = 0, the associated beam-
former vf,b = 0. Constraint (2e) is used to avoid a standstill service
and guarantee BS cooperation. Fronthaul bandwidth allocation for
all multicast groups is provided by constraint (2f).

Problem P0 is MINLP and generally NP-hard. The challenges
are due to binary constraints (2d) and non-convexity of objective
function. We present the following necessary condition for an opti-
mal solution to problem P0.

Proposition 1: Let
{
V∗,E∗,T∗

}
be an optimal solution to P0. It

holds true that

t∗f,b =

∥∥‖v∗f,b‖2∥∥0
m′f,b

‖vec(S∗)‖1
, ∀f ∈ Freq, b ∈ B, (3)

where operator ‖ · ‖0 denotes the number of non-zero elements in a
vector, the load matrix S∗ = [s∗f,b], and s∗f,b = e∗f,bm

′
f,b.

The proof is omitted due to page limit. Proposition 1 shows
that the optimal bandwidth allocation is inherently adaptive to the
cached resources mf,b in local SBSs and also depends on the design
of beamformer and BS clustering. In addition, this Proposition can
also be utilized for algorithm design.

To efficiently solve problem P0, a quadratic penalty-based al-
gorithm is proposed. First of all, we reformulate problem P0 by
introducing several slack variables tE , tF , rk and the semidefinite
relaxation (SDR) technique. By using the epigraph reformulation,
problem P0 is rewritten as

min
V,E,T,tE ,tF ,rk

tE + tF (4a)

s.t. tE ≥ S/rk, rk ≥ 0, ∀k, (4b)

rk ≤ B0 log(Dk + Jk)−B0 log(Jk), ∀k, (4c)

tF ≥
ef,bm

′
f,b

tf,bCF + τ0
, ∀f, b, (4d)

(2b)− (2f), (4e)

Note that constraint (4c) is nonconvex. We define W as {Wf =
vfv

H
f , ∀f ∈ Freq}. Thus, we have Dk = hkWfkh

H
k , Jk =

χk,1(W), and χk,1(W) =
∑
f 6=fk

hkWfh
H
k + σ2

k. Let {Lb, ∀b ∈
B} be a set of selection matrices, where Lb is a diagonal matrix
and Lb = diag

([
0(b−1)M , IM ,0(B−b)M

])
. We further define

functions gk,1(W, rk) = rk − B0 log (Dk + Jk), and gk,2(W) =
−B0 log (Jk). Hence, constraint (4c) can be rewritten as

gk,1(W, rk)− gk,2(W) ≤ 0, ∀k, (5)

where the left-hand side is in the form of difference-of-convex (DC)
functions. To combat the discontinuity, constraint (2d) can be rewrit-
ten as

(ef,b − 1)ef,b = 0, ∀f, b, (6)

0 ≤ ef,b ≤ 1, ∀f, b, (7)

where the equilibrium constraint (6) is still non-convex. We can con-
struct a quadratic penalty function h1(E) =

∑
b∈B,f∈Freq

(e2
f,b −

ef,b) to penalize the violation of the equilibrium constraint (6).

We denote sets r = {rk, ∀k ∈ K} and Θ = {V,E,T, r, tE , tF }.
As a result, by removing the rank constraint rank(Wf ) = 1, prob-
lem (4) can be relaxed as

R0 : min
Θ

tE + tF − λh1(E) (8a)

s.t.
∑
f∈Freq

tr{LbWf} ≤ Pb, ∀b, (8b)

tr{LbWf} ≤ ef,bPb, ∀f, b, (8c)

Wf � 0, ∀f, (8d)

(2e), (2f), (4b), (4d), (5), (7), (8e)

which is a continuous programming with penalty parameter λ > 0.
Notably, ef,b − e2

f,b ≥ 0, and this relation holds for any feasible
point ef,b within constraint (7). In particular, the optimal solution
E∗ meets the condition e∗f,b(1 − e∗f,b) = 0, and hence h(E∗) = 0.
Accordingly, one can always penalize ef,b − e2

f,b = 0 by gradually
lifting the penalty parameter λ, which results in a binary solution.

Problem R0 is still nonconvex. We observe that the objective
function of R0 and constraint (5) have the structure of DC. To take
advantage of this property, we propose a penalty-based algorithm
by applying the convex and concave procedure (CCCP) and inexact
block coordinate update (BCU) to efficiently solve problemR0.

We first focus on the optimization for block variable {W,E}
and fix T = T. Specifically, functions h1(E) and gk,2(U ,W) can
be lower bounded by their first-order Taylor expansions at certain
local points W(i) = {W(i)

f , ∀f} and E(i) =
[
e

(i)
f,b

]
, respectively.

Thus, we have h̃1(E|E(i)) =
∑
f,b−e

(i)
f,b

2
+ (2e

(i)
f,b − 1)ef,b, and

g̃k,2(W|W(i)) = gk,2(W(i))−B0(J
(i)
k )−1(Jk − J(i)

k

)
, (9)

where Jk = χk,1(W) and J
(i)
k = χk,1(W(i)). Subsequently, in

the i-th iteration, by applying the CCCP technique, problem R0 is
solved by the following inner approximation problem.

R̃1(T,W(i),E(i)) : min
W,E,tE ,tF ,rk

tE + tF − λh̃1(E|E(i))

s.t. gk,1(W, rk)− g̃k,2(W|W(i)) ≤ 0, ∀k,
(2e), (2f), (4b), (4d), (7), (8b)− (8d),

which can be efficiently solved by interior point methods using stan-
dard solver, such as CVX [15]. The optimal solution is denoted as
W(i+1) and E(i+1).

On the other hand, when {W,E} are fixed as E =
[
ef,b
]
,

W = {Wf , ∀f}, the other block variable T can be updated by
Proposition 1 with the following closed-form expression,

t
(i+1)
f,b = ef,bm

′
f,b/‖vec(S)‖1, ∀f ∈ Freq, b ∈ B, (10)

where matrix S = [sf,b] and sf,b = ef,bm
′
f,b.

Finally, the whole process for the inexact BCU-CCCP design
is presented in Algorithm 1. To find a suitable starting point, the
penalty parameter λ ≥ 0 is generally initialized as a small value.
Since problem R0 relaxes the rank-one constraint on Wf , the re-
sultant Wf may have high rank. In such a case, we can simply
apply the Gaussian randomization to obtain an approximate solu-
tion [16]. When η > 1, the parameter λ is lifted gradually to en-
force h1(E) = 0. To avoid numerical problems, the penalty pa-
rameter usually does not increase until it reaches a sufficiently large
value λmax. Notably, the optimal value of R̃1 serves as an upper
bound of that of problemR0 due to the inner approximation. When
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Algorithm 1 Inexact BCU-CCCP Design

1: Initialize i = 0 ,W(0),E(0),T(0), λ > 0, η > 1, λmax

2: repeat
3: Solve problem R̃1(T(i),W(i),E(i)) to obtain an optimal

solutionW(i+1),E(i+1)

4: Update T (i+1) by closed-form expression (10)
5: Update λ← min{λη, λmax}
6: i← i+ 1
7: until some stopping criterion is satisfied

λ = λmax, the sequence {T(i),W(i),E(i)} generated by Algorithm
1 provides a monotonically non-increasing objective value {R(i)

0 },
which can converge [17].

4. PERFORMANCE EVALUATION & CONCLUSION

Numerical experiments are provided to evaluate the performance of
the proposed scheme. We consider that the cache-enabled SCNs cov-
ers a square area [1km, 1km] × [1km, 1km], in which B SBSs and
K active users are randomly and uniformly distributed in this region.
The wireless channel between each user and each SBS is modeled
as large-scale fading and small-scale fading. Specifically, the pass-
loss (dB) is 36.8 + 36.7 log(d), where d is the distance in meter; the
log-normal shadowing parameter is 7 dB and antenna gain is 5 dBi;
the small-scale fading is Rayleigh fading with unit variance. The
bandwidth for edge link is 10 MHz. The noise power is assumed
to be −102 dBm. Consider the following default scenario: 3 SBSs
and 8 active users, each SBS has 5 antennas and the same fractional
caching capacity (Sb/FS) 20%, the maximum transmit power is 30
dBm, the fronthaul capacity is 10 Mbps, if not specified otherwise.
In each simulation trial, users make requests from the library, which
stores 100 files and the skewness factor of the Zipf distribution is
0.5. The size of each file is assumed to be 100 MB. All of the results
are obtained by averaging over 100 independent simulation trials.

As a comparison, two caching strategies are considered. (i) Uni-
form Caching (UC): each SBS randomly and uniformly caches a cer-
tain fraction m of each file in the library, i.e., mf,b = m,∀f, b. (ii)
Probabilistic Caching (ProbC): each SBS caches several contents ac-
cording to the Zipf distribution until it reaches the maximum storage.
To evaluate the potentials of joint fronthaul bandwidth allocation,
BS clustering and beamforming, we also implement the Coordinate
Beamforming (CB) scheme: all users are served by SBSs through
full cooperation, i.e. ef,b = 1,∀f, b, and fronthaul bandwidth allo-
cation is fixed and given by condition (3) without loss of optimality.

First, we illustrate the convergence behavior of the inexact BCU-
CCCP design in Fig. 2. For comparison, we set e(0)

f,b = 0.1,∀f, b;
the inital penalty parameter is 1, which is increased by η = 5 in
each iteration; and λmax = 3000. The ProbC strategy is adopted.
Three independent trials are considered, and the beamformer is ran-
domly generated in each trial. We observe that the objective values
increase within the first five iterations, due to the lift of the penalty
parameter. When λ reaches the maximum value, the objective val-
ues decrease gradually and almost converge to the same value. This
observation demonstrates that the proposed algorithm converges fast
and is robust to the initial beamformer.

In Fig. 3, we investigate the impact of the fractional caching ca-
pacity on the average network latency. As it can be observed that
the achieved latencies gradually decrease as the storage in each SBS
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increases. This is because when more contents are cached in lo-
cal SBSs, these contents can be directly delivered via SBSs without
fronthaul transmission. The proposed scheme outperforms than the
CB scheme under two caching strategies. Specifically, the latencies
achieved by the inexact BCU-CCCP design are less than 47.3% and
33.7% of that of CB under ProbC and UC strategy over the whole
horizontal axis, respectively. In addition, the latencies achieved un-
der ProbC strategy are less than those under UC strategy, because
the former one is based on the distribution of content popularity.
Fig. 4 presents the impact of fronthaul capacity on the average net-
work latency. Under the condition that the fronthaul capacity is lim-
ited (CF ≤ 10 Mbps), the average latencies decrease dramatically.
This fact indicates that the fronthaul latency dominates system per-
formance. In particular, when CF = 5 Mbps, the proposed scheme
achieves 49.5% and 36.4% less latencies than that of CB scheme
under two caching strategies. This finding implies that a reasonable
fronthaul allocation can help to substantially reduce latency. No-
tably, the latency only witnesses a slight decrease after the fronthaul
capacity is larger than 10 Mbps. This observation indicates that the
edge latency starts to dominate system performance. All of the above
results demonstrate superior performance of the proposed scheme.

To conclude, in this paper, we have developed a latency driven
transmission scheme in cache-enabled C-SCNs by exploiting fron-
thaul bandwidth allocation, multicast beamforming and BS clus-
tering. We have formulated the problem to minimize delivery la-
tency under the constraints of fronthaul bandwidth and transmission
power. To solve the resulting mixed-integer nonlinear program, a
penalty-based algorithm has been proposed. Moreover, we have pre-
sented the necessary condition for an optimal solution. Simulation
results have revealed superior performance of the proposed scheme.
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