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ABSTRACT
Computation offloading expands the range of computationally-
intensive and latency-constrained tasks that mobile users can ex-
ecute. In a multi-user setting, the system selects the offloading
users and allocates resources to them so that the overall energy
consumption is minimized. We show herein that when the users
have different latencies, the appropriate signalling architecture has a
time-slotted structure with different subsets of the offloading users
transmitting in each time slot. Furthermore, for multiple access
schemes that exploit the full capabilities of the channel we analyti-
cally determine the optimal signalling architecture and we develop
a highly-efficient algorithm for the power and rate allocations in
each time slot. Our numerical results illustrate the advantages of the
proposed system over those that employ a single-slot architecture
and over time division multiple access.

1. INTRODUCTION
The opportunity of offloading computational tasks provided by Mo-
bile Edge Computing resources not only expands the range of ap-
plications that mobile users can execute, it also enables them to re-
duce the energy and time they need to complete their tasks [1–3].
An efficient use of the offloading opportunity involves an effective
allocation of the available communication resources to the offload-
ing users [4–6]. Such an allocation depends on the multiple access
scheme that is employed [7], and the nature of the users’ compu-
tational tasks, e.g., [8]. Typically, the allocation problem seeks to
minimize the energy that the users expend to complete their compu-
tational tasks while meeting the latency constraint on each task and
the constraints on the available resources. Accordingly, this paper
will focus on such a latency-constrained energy optimization prob-
lem in the case of binary offloading decisions; i.e., each user has an
indivisible task that is either fully offloaded or completed locally.

In the energy minimization problems for multi-user offloading
systems that have been addressed in existing work, e.g., [9–11],
the users are constrained to offload their tasks over a single time
slot. However, in general, the users’ tasks have different description
lengths and latency constraints. Accordingly, the users may finish
offloading at different times. Removing the users that have com-
pleted their offloading from the set of offloading users reduces the
interference imposed on the remaining users, and the newly available
resources can be reallocated to the users that are still offloading.

In this paper, we exploit the differences between the latency con-
straints of the users by introducing a ‘time-slotted” signalling struc-
ture in which different sets of users are offloading in different time
slots. In this setting, the energy-minimizing offloading problem in-
volves determining the users that should offload, the subset of the
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offloading users that should transmit in each time slot (and, implic-
itly, the number of time slots), the duration of each slot, and the
power and rate allocations for each slot. Since we consider indi-
visible tasks, the offloading decisions are binary and the resource
allocation problem has a combinatorial structure. However, those
decisions admit a tree structure, and we propose a tailored pruned
greedy search for the decisions; see Section 5. Each node in the tree
corresponds to a “complete” offloading problem for a given set of
offloading users. Given that that set of offloading users is further de-
composed into subsets for each time slot, even the complete offload-
ing problem initially appears to be formidable. However, we show
in Sections 3 and 4 that for a multiple access scheme that exploits
the full capabilities of the channel (FullMA) [12], the complete of-
floading problem can be decoupled, leading to simple closed-form
expressions for the sets of offloading users in each slot and the opti-
mal slot durations. In particular, when Ko users are offloading only
Ko time slots are required. Furthermore, for each time slot we obtain
a closed-form expression for the optimal power allocation in terms
of the rates, and an efficient block coordinate descent algorithm that
is guaranteed to provide a stationary solution for the rates. Our nu-
merical results illustrate the advantages of the proposed system over
systems that are constrained to operate in one time slot or are con-
strained to use time division multiple access (TDMA).

2. SYSTEM MODEL
Let us consider aK-user offloading system in which each user seeks
to complete an indivisible computational task within its own speci-
fied deadline. The single-antenna users may offload their tasks to a
single-antenna access point that is equipped with sufficiently large
computational resources. The channel from each user to the access
point is assumed to be constant over the duration of the transmis-
sion and known by the access point. We adopt a discrete-time signal
model with symbol interval Ts, and if sk denotes the transmitted
signal from user k and hk denotes the corresponding channel, the
received signal at the access point at a given symbol instant can be
written as y =

∑K
k=1 hksk + v, where v is a Gaussian random

variable with zero mean and variance σ2. For later convenience we
define αk = |hk|2

σ2 .
We consider a computational model in which the full description

of a task must be received before execution begins, and the results
are sent back to the kth user when its task has been fully executed.
Under this model, if tUPk denotes the time it takes for the kth user to
offload its task, texek denotes the time it takes for the access point to
execute that task, and tDLk denotes the time it takes to send the result
back to the user k, the latency constraint of the kth user is

toffk = tUPk + texek + tDLk ≤ Lk, (1)

where Lk denotes the maximum allowable latency for user k. Un-

4589978-1-5386-4658-8/18/$31.00 ©2019 IEEE ICASSP 2019



der the assumption of sufficiently large computational resources in
the access point, and sufficiently large communication resources for
sending the results back to the users, we assume that Tk = texek +
tDLk is a constant for each user.

2.1. Single-time-slot Signalling Structure
To provide some context for the time-slotted signalling structure that
will be developed in Section 3, we observe that minimal energy of-
floading problems have previously been addressed in a variety of
different ways for the case in which the users are constrained to
transmit over a single time slot, with a single rate and power being
assigned to each user [9–11, 13]. To illustrate the approach in [13],
let us consider the case of “complete” offloading, in which a subset
So ⊆ {1, 2, . . . ,K} of the users has been selected for offloading.
If we let Bk denote the description length of user k’s task, `k de-
note the number of symbol instants (channel uses) over which user
k transmits, Rk and Pk denote the rate and the power of that user
(in units per channel use), and L̃k = Lk − Tk, then the minimum
energy complete offloading problem in [13] can be written as

min
{Pk},{Rk},{`k}

∑
k∈So `kPk (2a)

s.t. `kRk = Bk, Ts`k ≤ L̃k, 0 ≤ Pk, ∀k (2b)
{Rk}So ∈ RSo({Pk}So), (2c)

where RSo(·) is the achievable rate region for the chosen multiple
access scheme. In [13] we obtained closed-form and quasi-closed-
form expressions for the optimal solutions to (2) when a FullMA
scheme and when the TDMA scheme are employed, respectively.
In addition to its computational advantages, an advantage of the ap-
proach in [13] over those in [9–11] is that each user is able to exploit
the full extent of its latency. However, the fact that a single rate and
power are assigned to each user means that the system cannot take
advantage of the reduction in interference that arises when a user
completes its transmission. That observation motivates the follow-
ing development of a time-slotted signalling structure.

3. TIME-SLOTTED SIGNALLING STRUCTURE
In a general multi-user offloading system, the users will have tasks
with different latency constraints, and hence some may finish of-
floading before the others. In that case, the remaining (offloading)
users would be able to reduce their energy consumption if we could
design the signalling architecture so that they can take advantage
of the reduction in interference when a user completes its offload-
ing. To do so, we introduce a “time-slotted” signalling structure, in
each time slot of which a different subset of the offloading users will
transmit. If Ko = |So| users have been selected for offloading, then
the generic complete offloading problem has 2Ko − 1 time slots.

In order to formulate the variant of the energy minimization
problem in (2) for the time-slotted system, let Si ⊆ So denote the
subset of users offloading in the ith time slot, and let τi denote the
length (in channel uses) of that time slot. If Pki and Rki denote the
power and data rate (in units per channel use) for an offloading user,
k, in time slot i, then the offloading energy consumption of user k is∑
i τiPki. We will let γki ∈ [0, 1] denote the fraction of the descrip-

tion of the kth user’s task that is offloaded in time slot i, and hence the
number of bits that user k offloads in time slot i is γkiBk = τiRki,
and for any offloading user

∑
i γkiBk =

∑
i τiRki = Bk. Finally,

if we define īk as the index of the last time slot in which user k is
offloading, then the transmission time for each user, which is the
summation of the lengths of the time slots during which the user still
has fractions of bits to offload, can be written as tUPk = Ts

∑īk
i=1 τi.

In this section and in Section 4, we will focus on the “complete”
offloading problem for a given set of offloading users, So. An algo-
rithm for selecting So will be briefly described in Section 5. In this
setting, the energy minimization problem is

min
{Rki},{Pki},
{τi},{Si}

∑
i

∑
k∈So τiPki (3a)

s.t. 0 ≤ τiRki ≤ Bk,
∑
i τiRki = Bk, ∀k, i, (3b)

Ts
∑īk
i=1 τi ≤ L̃k, ∀k, (3c)

0 ≤ Pki, ∀k, i, (3d)
{Rki}Si ∈ RSi ({Pki}Si) , ∀i, (3e)

where, without loss of generality, we order the users in So so that
L̃1 ≤ L̃2 ≤ · · · ≤ L̃Ko . In the problem in (3), there are (2Ko − 1)!
choices for the set of transmitting subsets {Si}, and for each choice
there are

∑Ko
m=1

(
Ko
m

)
(2m + 1) remaining design variables. That

is a lot more than the 3Ko variables in (2). In the following sec-
tion, we will show that for the full multiple access scheme we can
achieve an optimal solution to (3) using only Ko time slots. We will
also determine optimal offloading sets Si and the optimal lengths for
each time slot. That will reduce the number of design variables to
Ko(Ko + 1); see (8) below. In Section 4, we will provide closed-
form solutions for the powers and consequently halve that number.
We will subsequently construct a block coordinate descent algorithm
for the rates that cyclically solves Ko problems with (Ko − i + 1)
variables, i = 1, 2, . . . ,Ko.

3.1. Optimized Time-slotted Signalling Structure for FullMA
To begin our reduction of the generic 2Ko − 1 time slots, we first
observe that all the time slots in which user k transmits must occur
before that user’s latency, L̃k. That is necessary for the problem to be
feasible. Furthermore, from the perspective of user k, the time slots
in which it transmits can be arranged in an arbitrary order. Therefore,
one optimal ordering of the time slots groups all slots involving user
1 at the beginning (since we have ordered the users according to
their latency constraints), and within that group orders the slots in
non-increasing order of the number of transmitting users. We then
group together the remaining time slots that involve user 2, and order
them analogously. This procedure is continued until there is a single
remaining time slot for user Ko. An example of this arrangement is
illustrated for Ko = 3 in Fig. 1.

Although we have resolved the ordering of the time slots, there
remain 2Ko − 1 of them in general, and hence a large number of
rates, powers and lengths to design, as quantified above. We will
now show that if the full multiple access scheme is used in each
time slot we can restrict attention to Ko time slots, without loss of
generality. To do so, we first observe that if we assume that the time
slot lengths are long enough, the achievable rate region for a FullMA
scheme approaches the capacity region. (Adaptations to the finite
block length regime can be based on work in [14,15].) IfNi denotes
an arbitrary subset of Si, the capacity region corresponding to the ith

time slot is the region bounded by constraints of the form [12]

0 ≤
∑
k∈Ni Rki ≤ log

(
1 +

∑
k∈Ni αkPki

)
, ∀Ni ⊆ Si. (4)

In the Ko = 2 case, we were able to exploit the structure of this
region to reduce the number of time slots for the FullMA case from
the generic 3 to 2 [7]. In the following we will show that forKo = 3,
the time slots in Fig. 1 can be reduced to 3. The principles that we
will use can be extended to construct a formal induction proof that
for Ko offloading users, without loss of generality, we can restrict
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U1, U2, U3 U1, U2 U1, U3 U1 U2, U3 U3U2

U1, U3 U2, U3

L̃1 L̃2 L̃3

Fig. 1: Latency-sorted time-slotted structure for a 3-user offloading system.

U1, U2, U3

U1, U2, U3

U1, U2 U1, U3 U2, U3 U3

L̃1 L̃3L̃2

Fig. 2: Reduced time-slotted structure for a 3-user offloading system.

attention to the Ko time slots in Fig. 4. In addition to determining
the sets Si, which we will index by i = 1, 2, . . . ,Ko in the order in
Fig. 4, that analysis also shows that the optimal time slot lengths are

τ?i =
L̃i−L̃i−1

Ts
, where L̃0 = 0. (5)

Hence when all the users have the same latency, the optimized sys-
tem has a single active time slot.

3.1.1. Optimized Time Slots for Ko=3

Our construction begins with the following observation from [7]: for
Ko = 2, a three-time-slot FullMA system with the 5th, 6th and 7th

time slots in Fig. 1 is equivalent to the two-time-slot system that
consists of the 4th and 5th time slots in Fig. 2. This equivalence is
in the sense that any energy consumption achieved by the former
system can also be achieved by the latter. To extend that result to
the three-user case we need to show that the two-time-slot system in
Fig. 3a is equivalent to the single-time-slot system in Fig. 3b. To do
so, we let R̃ki, P̃ki denote the rate and power of user k in time slot
i ∈ {a, b} in Fig. 3a, respectively. These rates and powers satisfy
the FullMA achievable rate region constraints. We also let R′k and
P ′k denote the rate and power of the kth user in the single interval
in Fig. 3b, respectively, where because there is only one time slot in
Fig. 3b the index corresponding to the time slot is removed. In order
for the two structures in Fig. 3 to be equivalent, the energy and the
number of transmitted bits of each user should be equal, i.e.,

τ̄aP̃1a + τ̄bP̃1b = (τ̄a + τ̄b)P
′
1

τ̄aP̃2a = (τ̄a + τ̄b)P
′
2, τ̄bP̃3b = (τ̄a + τ̄b)P

′
3

τ̄aR̃1a + τ̄bR̃1b = (τ̄a + τ̄b)R
′
1

τ̄aR̃2a = (τ̄a + τ̄b)R
′
2, τ̄bR̃3b = (τ̄a + τ̄b)R

′
3

The solution of that set of linear equations is

P ′1 = τ̄a
τ̄a+τ̄b

P̃1a + τ̄b
τ̄a+τ̄b

P̃1b (6a)

P ′2 = τ̄a
τ̄a+τ̄b

P̃2a, P ′3 = τ̄b
τ̄a+τ̄b

P̃3b (6b)

R′1 = τ̄a
τ̄a+τ̄b

R̃1a + τ̄b
τ̄a+τ̄b

R̃1b (6c)

R′2 = τ̄a
τ̄a+τ̄b

R̃2a, R′3 = τ̄b
τ̄a+τ̄b

R̃3b (6d)

What remains is to show that these powers and rates satisfy the rate
region constraints for Fig. 3b. To do so, we rewrite those constraints
in terms of the rates and powers of the two time slots in Fig. 3a. The
constraint on the rate of the first user is then

τ̄a
τ̄a+τ̄b

R̃1a + τ̄b
τ̄a+τ̄b

R̃1b ≤ log2(1 + α1τ̄a
τ̄a+τ̄b

P̃1a + α1τ̄b
τ̄a+τ̄b

P̃1b). (7)

Since the rates of the first user in the two time slots in Fig. 3a sat-
isfy the rate region constraints, using the concavity of the logarithm
we can show that the inequality in (7) holds. All other rate region
constraints in Fig. 3b can be established in an analogous way.

U1, U2 U1, U3

τ̄a τ̄b

(a)

U1, U2, U3

τ̄a + τ̄b

(b)

Fig. 3: Equivalent time slots in a 3-user FullMA offloading system.

L̃1 L̃2
. . . L̃Ko−1 L̃Ko

U1, U2, . . . , UKo
U2, . . . , UKo

. . . UKo−1, UKo
UKo

Fig. 4: Optimized time-slotted structure for a Ko-user FullMA system.

4. COMPLETE COMPUTATION OFFLOADING

We have shown that for a Ko-user FullMA complete offloading sys-
tem the time-slotted structure illustrated in Fig. 4 is an optimal struc-
ture. Accordingly, the energy minimization problem in (3) for a sys-
tem that employs a FullMA scheme can be written as

min
{Rki},{Pki}

∑Ko
k=1

∑k
i=1 τ

?
i Pki (8a)

s.t. 0 ≤ τ?i Rki ≤ Bk, ∀k, i, (8b)∑k
i=1 τ

?
i Rki = Bk, ∀k, (8c)∑

k∈Ni Rki ≤ log2

(
1 +

∑
k∈Ni αkPki

)
, ∀Ni ⊆ Si,

(8d)

where the constraints 0 ≤ Pk have been omitted because they are
implicit in the combination of (8b) and (8d).

4.1. Closed-form Solutions for Transmission Powers

To solve (8) we decompose the problem into an inner problem over
the powers and an outer problem over the rates:

min
{Rki}

min
{Pki}

(8a) (9)

s.t. (8b), (8c) s.t. (8d).

The inner optimization problem can be written as

min
{Pki}

∑Ko
k=1

∑k
i=1 τ

?
i Pki (10a)

s.t.
∑
k∈Ni Rki ≤ log2

(
1 +

∑
k∈Ni αkPki

)
, ∀Ni ⊆ Si.

(10b)

It can be seen from the constraints in (10b) that, for a given set of
rates, the power of each user in each time slot depends only on the
rates of the users that are offloading in that specific time slot. Hence,
for a given set of rates, the problem in (10) can be partitioned intoKo

decoupled problems over the Ko separate time slots in Fig. 4. The
problem of finding the optimal transmission powers in each time slot
has similar structure to the problem studied in our previous work [13,
16] for a single-time-slot K-user offloading system. Accordingly,
we can obtain closed-form optimal solutions for the powers in each
time slot for a given set of transmission rates in that time slot. To do
so, the offloading users in each time slot are sorted according to the
channel gains, ρk = 1

αk
, using the permutation π that ensures that

ρπ(K) ≤ ρπ(K−1) ≤ · · · ≤ ρπ(1). We have shown in [16] that the
closed-form optimal solutions for the power of each user in terms of
the rates of the other users in that time slot can be obtained as

Pπ(k)i =
(

2
Rπ(k)i−1
απ(k)

)
2
∑k−1
j=1 Rπ(j)i . (11)
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4.2. Optimal Solutions for Transmission Rates

Having derived the closed-form solutions for the optimal powers in
(11), the outer problem in (9) can be written as

min
{Rπ(k)i}

∑Ko
k=1

∑k
i=1 τ

?
i

(
2
Rπ(k)i−1
απ(k)

)
2
∑π(k−1)
j=1 Rπ(j)i (12a)

s.t. 0 ≤ τ?i Rπ(k)i ≤ Bk, ∀k, i (12b)∑k
i=1 τ

?
i Rπ(k)i = Bk, ∀k. (12c)

It can be seen from (12) that by finding the closed-form solutions
for the powers in terms of the rates by exploiting the structure of the
achievable rate region, the rates of each user have been decoupled
from the rates of the other users. Indeed, if we fix the set of rates of
users ` 6= k and define

Aπ(k)i = 2

∑π(k−1)
j=1

Rπ(j)i

απ(k)
+
∑K
j=k+1 2

∑j
m=1,
m 6=k

Rπ(m)i(
2
Rπ(j)i−1
απ(j)

)
,

(13)
the transmission rates of user k in its offloading time slots can be
obtained by solving the following problem

min
{Rπ(k)i}

∑k
i=1 τ

?
i Aπ(k)i 2Rπ(k)i (14a)

s.t. 0 ≤ τ?i Rπ(k)i ≤ Bk, ∀i, (14b)∑k
i=1 τ

?
i Rπ(k)i = Bk. (14c)

This problem is convex and it can be efficiently solved by applying
a generalized water-filling approach; cf. [17]. Accordingly, by em-
ploying an iterative block coordinate descent algorithm, a station-
ary solution (cf. [18]) for the sets of rates for all the users can be
achieved. Finally, by substituting the obtained solutions for the rates
we can obtain the optimal values for the powers using (11).

5. BINARY COMPUTATION OFFLOADING
Now that we have obtained a stationary solution for the energy min-
imization problem for a given set of offloading users in the case of
a FullMA scheme, we can apply a tree-search strategy to find an ap-
propriate set of offloading users. While a wide variety of tree-search
algorithms are available, in [13] we have developed a customized
pruned greedy search algorithm to solve the binary offloading prob-
lem for a single-time-slot binary offloading system. That customized
algorithm can also be applied in the time-slotted case.

6. NUMERICAL RESULTS
We now illustrate the performance of the proposed time-slotted
FullMA system with the customized greedy search algorithm. We
will compare the total energy consumption to that of the single-
time-slot systems in [9, 13], and to a TDMA-based system that is
optimized in an analogous way [13]. We will consider a cell of
radius 1,000m over which the users are uniformly distributed. We
consider a slow-fading channel model with a path-loss exponent of
3 and independent Rayleigh distributed small-scale fading. The re-
ceiver noise variance is set to σ2 = 10−13. The energy consumption
in each experiment is averaged over 100 channel realizations. The
symbol interval is Ts = 10−6s, and Tk = 0.2s for all users.

In our first experiment we consider a four-user system with
different latencies, [L1, L2, L3, L4] = [1.2, 1.4, 2.4, 2.7]s, and
we examine the energy consumption as the (different) descrip-
tion lengths of the tasks grow (in proportion); [B1, B2, B3, B4] =
ζ × [2, 1, 3, 4] × 106 bits. We apply the customized greedy al-
gorithm (see [13]) to find a good set of offloading users, and the
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Fig. 5: Average energy consumption of a four-user binary offloading system
with different latency constraints as the description lengths increase.
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Fig. 6: Average energy consumption of a binary offloading system for differ-
ent number of users with different latencies.

algorithms in Section 4 and [13] to find corresponding power and
rate allocations. The first observation from the results in Fig. 5
is that the proposed time-slotted structure for the FullMA scheme
can significantly reduce the energy consumption over the single-
time-slot case. It can also be seen that the greedy search algorithm
in Section 5 finds a good set of offloading users, as it did for the
single-time-slot case in [13]. Furthermore, Fig. 5 shows that using
the full capabilities of the channel enables a significant reduction in
the energy consumption over the TDMA scheme.

In our second experiment, we examine the total energy con-
sumption as the number of users increases. The description lengths
of the tasks areBk = 5×106 bits, and the latency constraint of user
k is Lk = 1 + 0.7k (s). The significant reduction in the energy con-
sumption of the proposed time-slotted FullMA scheme compared to
the single-time-slot FullMA scheme and the TDMA scheme is once
again apparent from Fig. 6. Furthermore, the customized greedy
search algorithm obtains a close-to-optimal user selection even as
the number of users grows.
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