
ADAPTIVE WAVEFORM DESIGN FOR AUTOMOTIVE JOINT RADAR-COMMUNICATIONS
SYSTEM

S. Hossein Dokhanchi†, M. R. Bhavani Shankar†, M. Alaee-Kerahroodi†, T. Stifter‡, and Björn Ottersten†

SnT, University of Luxembourg.†, IEE S.A., Luxembourg ‡

ABSTRACT

Single waveform design for automotive joint radar-communi-
cations (JRC) is being increasingly considered of late. This
paper formulates the JRC design as an optimization prob-
lem exploiting the co-location of the two systems and inves-
tigates the trade-off between them. We propose an algorithm
to maximize the performance of communication and radar re-
ceivers (e.g., BER and probability of detection, respectively).
This intractable optimization problem is decomposed into two
subproblems, which are subsequently solved in succession
through a combination of gradient projection method and con-
vex relaxations. The benefits of the proposed waveform are
illustrated through numerical simulations.

Index Terms— Joint automotive radar-communications,
waveform design, radar-communications trade-off.

1. INTRODUCTION

Intelligent transportation systems (ITS), such as emerging au-
tonomous vehicles, aim at low-cost, compact and efficient
sensing and communication devices by combining common
resources of different sensors in a single system [1, 2]. Such a
system, referred to as joint radar-communications (JRC), en-
ables the sensing and communication systems to share spec-
trum for operations and hardware resources. Further, a JRC
system benefits from mutual sharing of information between
the systems, enabling hybrid processing to further enhance
automotive safety and comfort. Realizing the importance of
JRC, recent works [3–5], have investigated various ways for
multiplexing radar and communications in different dimen-
sions, i.e., code, space, time and frequency, when there is no
prior knowledge about the target scene. In addition to the
aforementioned investigations, several works have considered
optimization of the waveform in different scenarios towards
enhancing the identified radar tasks and communication per-
formance [6–8]. Central to these works is the apriori knowl-
edge on clutter/channel state information (CSI). It should be
noted that the JRC landscape is rich in scenarios depending
on the nature of sensing and communications, e.g., Bistatic
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sensing [3–5], detection enhancement [8] etc. Performance
analysis of such systems, central to their feasibility and im-
plementation, has been undertaken in [9], [10], [11].

Our work focuses on JRC waveform optimization in a
scenario where a JRC equipped automobile needs to commu-
nicate interactively with a similarly equipped terminal while
also sensing passive targets, i.e., pedestrians, bicycles, in the
latter’s vicinity. The novelty of the scenario, as opposed to
two individual systems, lies in the exploitation of the bidirec-
tional communication link in enhancing radar task. In par-
ticular, the communication link enables acquisition of partial
CSI which can be further exploited. In this context, the JRC
waveform is designed to optimize signal-to-noise-ratio (SNR)
at the communication receiver (denoted as SNRc as well as
the signal-to-noise-plus-clutter-ratio (SNCR) of backscatter
from passive targets simultaneously. Towards this, we follow
a two step procedure of deriving optimal sequences to max-
imize SNRc first followed by its perturbation to satisfy the
desired SNCR; the perturbation level is a design parameter
enabling trade-off between the two functionalities.

In contrast to the most conventional single JRC waveform
designs that optimize an unified objective function for both
radar and communications [12], we define separate objective
functions for the two systems, but connect them through a
similarity trade-off constraint. The advantage of this approach
is ease of separating the optimization problem into two sub-
problems which are connected through a trade-off constraint.
A work similar to this paper is [13], where downlink mul-
tiuser interference is minimized by enforcing both constant
modulus and similarity constraints with respect to referenced
radar signals. However, they do not consider Doppler shifts
in their calculations, thereby limiting the scope of its appli-
cation. On the contrary, in this work, SNCR is maximized
based on worst case Doppler scenario. Another contribution
of the work is the inclusion of integrated side-lobe level (ISL)
constraint of the designed sequences in order to leverage the
high resolution property of the MIMO systems [14].

Notation: Bold lowercase and uppercase denote vectors
and matrices, respectively. (.)T and (.)H denote the transpose
and Hermitian operators, respectively. In represents n × n
identity matrix, [ci,j ]

N,M
i=1,j=1 denotes a N ×M matrix, ‖C‖F

stands for Frobenius norm, Diag{c} denotes a matrix with
elements of vector c on its diagonal, inner product between
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Fig. 1. JRC scenario: Truck distributes messages to commu-
nication receivers and performs detection and ranging of ’Tar-
get 1’ and ’Target 2’ simultaneously through the same trans-
mit signal sn; H(1)

n,q,H
(2)
q,n comprise CSI for JRC links.

two matrices represented by X • Y = <{tr{XHY }} where
‘tr’ denotes the trace of a matrix. The notation X � 0 means
X is a positive semidefinite matrix. E denotes Expectation.

2. SIGNAL AND SYSTEM MODEL

Fig. 1 shows the scenario where the JRC transmitter (truck)
transmits a set of modulated sequences from N antennas to
sense the targets e.g., bike, pedestrian. This sequence also
conveys a communication symbol to the JRC receivers, e.g.
two cars. Without loss of generality, we assume one target in
the vicinity of each JRC receiver. Let sn(l) be a L length se-
quence and an be the communication symbols on nth antenna
with n ∈ [1, N ]. The sampled transmit signal takes the form,
s̃n(l) = ansn(l), l ∈ [1, L] during the transmission time T .
In this work, we are interested in the design of sn(l),∀n, l
while an can be drawn from any modulation. Towards this,
let sn = [sn(l)]

L
l=1 ∈ CL, and define s = [sn]

N
n=1 ∈ CLN .

2.1. Signal model at JRC receiver

Let hqn = [hqn(i)]
L̃
i=1 be a wide-sense-stationary Gaussian

process [8], containing L̃ arbitrary clutter/CSI components
along the path from transmit antenna n to the JRC receiver
q. With superscript (1) indicating CSI from transmitter and
H

(1)
qn to be the convolution matrix generated from hqn, the

discrete convolution between the radar waveform sn and hqn
takes the form, [15]

H(1)
qn =


hqn(1) 0 . . . . . . . . . 0
hqn(2) hqn(1) 0 . . . . . . 0

...
...

. . .
...

...
...

0 . . . 0 hqn(L̃) . . . hqn(1)

 ∈ CL×L.

Let the Doppler vector for qth JRC link be eq = [e−j2πfDq lts ]Ll=0
where fDq

denotes the corresponding Doppler shift. We col-
lect the Doppler shifts between all JRC receivers and the
transmitter (cars and the truck in Fig. 1) over the period of
transmission into E1 = Diag{[eq]Qq=1} ∈ CM1×M1 . Simi-
larly, let H1 = [Hqn]

Q,N
q=1,n=1 ∈ CM1×M2 models all paths

from transmit to JRC receivers, where M1 = LQ,M2 = LN

. We stack the received signal at all JRC receivers as,

y = E1H1s+ n1 ∈ CM1 , M1 = LQ (1)

where n1 is the zero-mean complex-valued circular Gaussian
noise with known covariance matrix at the receivers of all
communicating vehicles.

We further define H2 similar to H1 to model the channel
presented by

H2 = [H(2)
nq ]

N,Q
n=1,q=1 ∈ CM2×M1 , M2 = NL (2)

where H
(2)
nq is similar to H

(1)
nq models the elements between

JRC vehicle q and nth antenna of the truck.

2.2. Signal model at radar receiver on the truck

Similar to E1, let E ∈ CM1×M1 collect the Doppler shifts
from the backscatter of all the passive targets (pedestrian and
cyclist in Fig. 1) on its diagonal elements. Let matrix G
present the clutter (any signal dependent interference). Under
the assumption of one passive target near each JRC receiver,
the backscatters from the targets corresponding to the range-
angle cell under examination can be written as

r = (H2 +∆2)E(H1 +∆1)s+Gs+ n2 ∈ CM2 , (3)

where ∆2 ∈ CM2×M1 and ∆1 ∈ CM1×M2 are Gaussian ran-
dom variables with zero means and known variances to model
uncertainty of the receive and transmit CSI of objects close to
the active communicating vehicles, respectively. Further, n2

is the zero-mean complex-valued circular Gaussian noise with
known covariance matrix at the radar receiver.

3. WAVEFORM DESIGN AND JRC ALGORITHM

In this section, we present a novel JRC waveform design al-
gorithm to enhance performance for both radar and communi-

cations. The communication SNR, i.e., SNRc =
‖y‖2

E(‖n1‖2)
obtained using (1) and radar SNCR obtained using (3) , i.e.,

SNCR =
E{‖(H2 +∆2)E(H1 +∆1)s‖2}

E{‖Gs‖2 + ‖n2‖2}
are used as perfor-

mance metrics. Clearly, appropriate CSI is needed for effect-
ing the optimization, which is not typically available apriori
in a radar system. The salient feature of JRC is now exploited
to overcome this shortcoming.

The transmit and receive CSI, i.e., H1 and H2, are esti-
mated on the JRC link through pilot sequences. In particu-
lar, they are acquired during the establishment of a JRC link
by sending and receiving known sequences and sharing the
channel information among active communicating vehicles,
through a small dedicated portion of the bandwidth. In addi-
tion, CSI is assumed to remain unchanged during one com-
munication frame/radar pulse. This CSI, albeit partial for the
radar system, can nevertheless be exploited.
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3.1. Optimization problem for Communications

Towards maximizing SNRc, it suffices to solve an optimiza-
tion problem to maximize the received signal power ‖y‖2.
In addition, we impose additional constraints on integrated-
sidelobe-level (ISL) of the designed sequences to enable radar
tasks. Towards this, let rkp(l) =

∑L−l
n=1 sk(n)s

∗
p(n + l) de-

note the cross-correlation between the set of sequences, where
1 ≤ k, p ≤ N ,−L+1 ≤ l ≤ L−1, and rkp(l) = [rkp(−l)]∗.
We define ISL of a set of N sequences, each of length L as

ISL =

N∑
k=1

L−1∑
l=−L+1
l6=0

|rkk(l)|2 +
N∑
k=1

N∑
p=1
p6=k

L−1∑
l=−L+1

|rkp(l)|2. (4)

We define ISL in matrix form based on (4) as

‖ssH − Diag{ssH}‖2F (5)

Without loss of generality, we consider unit power transmis-
sion and formulate the SNRc optimization problem as

P Comm.
1


max

s
‖E1H1s‖2

subject to c1 : ‖s‖2 = 1, power constraint
c0 : ‖ssH − Diag{ssH}‖2F .

Since EH
1 E1 = IM1 , we can simplify ‖E1H1s‖2 = RH

H1
•S

where RH1
= [H1]

HH1 and S = ssH . Using this, PComm.
1

reduces to,

P Comm.
2



max
s

RH
H1
• S

subject to c̃0 : ‖S − Diag{SH}‖2F ≤ γ,
c2 : rank(S) = 1,

c3 : S � 0,

c̃1 : tr{S} = 1.

In order to solve PComm.
2 in polynomial-time, it is required to

further relax it by removing the unity rank on S as

P Comm.
3

{
max

s
RH
H1
• S

subject to c̃0, c̃1, c3.

Problem PComm.
3 can be solved by CVX [16] and we denote

its optimal solution by c. It is worthy to note that by dropping
ISL condition, the maximum SNR value of the above objec-
tive function becomes max

s
‖H1s‖2 = λmax{RH1

} which

is an upper bound for solution to PComm.
3 . Let the resulting

sequence be denoted as c.

3.2. Joint optimization problem

Having obtained the optimal communication waveform, c, we
proceed to the maximize SCNRc. To enable this step while
exploiting c, we consider the following problem,

P JRC
1


max

s
min
fD

E{‖(H2 +∆2)E(H1 +∆1)s‖2}
E{‖Gs‖2 + ‖n2‖2}

subject to c4 : fD ∈ ΩQ, Doppler region
c5 : ‖s− c‖2 ≤ δ, trade-off constraint
c0, c1.

Here, we consider the worst case scenario by minimizing
the objective function with regard to a feasible Doppler re-
gion, i.e., Ω. This arises since there is no knowledge about
Doppler shifts at the transmitter of JRC-equipped vehicle i.e.,
the truck, Further, δ determines the trade-off between the
communications and radar systems. A large δ offers more
flexibility in JRC waveform design (away from communi-
cations waveform). In contrast, for a small δ, there is little
freedom for designing radar waveform.
In Table 1, we propose ‘JRC algorithm’ to solve the above
max-min problem detailed in the next section by breaking it
down into separate maximization and minimization problem.
This enables an efficient, yet effective, design methodol-
ogy exploiting available information. For this purpose, we
first solve the following minimization problem PDoppler

1 with
s = c to find f∗

D as

PDoppler
1

 min
fD

E{‖(H2 +∆2)E(H1 +∆1)c‖2}
E{‖Gc‖2 + ‖n2‖2}

subject to c4.

Then considering Ẽ = E{f∗
D}, we solve problem P seq.

1 to
obtain the best JRC sequence,

P seq.
1

 max
s

E{‖(H2 +∆2)Ẽ(H1 +∆1)s‖2}
E{‖Gs‖2 + ‖n2‖2}

subject to c0, c1, c5.

3.2.1. Solution to the minimization problem PDoppler
1

Let g = E{‖(H2 + ∆2)E(H1 + ∆1)c‖2} be the hyper-
dimensional surface that needs to be minimized with re-
spect to Doppler shifts. We propose the gradient projec-
tion method (GPM) for the problem PDoppler

1 [17]. This
involves computing the gradient of g with respect to s and
projecting it into the feasible region. However, the func-
tion g being a non-constant real-valued function on the
complex domain, is not analytic, hence its classical com-
plex derivatives does not exist [17]. To deal with this dif-
ficulty, however, generalized complex derivatives can be
defined. Hence the linear approximation of real-valued
function g at z0 becomes g(z) ≈ g(z0) + OOOzg(z0)(z̃ −

z̃0) = g(z0) + 2<{ ∂g
∂z

(z0)(z − z0)} where z̃ − z̃0 =[
z − z0 z∗ − z∗

0

]T
and OOOzg(z0) =

[
∂g(z0)

∂z

∂g(z0)

∂z∗

]
.

The gradient of a scalar real-valued function g(z) is therefore

an augmented vector OOOzg(z0) =

[
∂g(z0)

∂z

(
∂g(z0)

∂z

)∗]
where

∂g

∂z
=

[
∂g

∂zi

]N
i=1

,
∂g

∂z∗ =

[
∂g

∂zi∗

]N
i=1

. Therefore,

we have
∂g

∂fDi
= 2<{cHHH

1 EHHH
2 H2

∂E

∂fDi
H1c}.

3.2.2. Solution to the problem P seq.
1

We rewrite trade-off constraint of P seq.
1 as (s− c)H(s− c) =

2 − 2<(sHc) ≤ δ using unity power constraint. We re-
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Table 1. JRC algorithm
Step 1: Solve problem P Comm.

3 to obtain optimal communica-
tions sequence c.
Step 2: Fix sequence s to optimal communications sequence c
and estimate fD by solving problem PDoppler

1 through gradient
projection method as described in subsection 3.2.1.
Step 3: Using fD from Step 3 to obtain a solution S̃ for the
problem P seq.

3 by CVX.
Step 4: Recovering vector s from SVD decomposition of PSD
matrix S̃ using the tips at the end of section 3.2.2.

lax the trade-off constraint <(sHc) ≥ β, β = (1 − δ

2
) as

tr{SC} ≥ ε where S � 0, C = ccH and ε is a threshold
(please see [18] for more details). After some simplification,
the numerator of the SNCR becomes
sH
(
HH

1 EHRH2EH1 +M2σ
2RH1 + σ2tr{RH2}IM2

+ M1M2σ
4IM2

)
s = sHWs = tr{WssH}, where RH1 =

HH
1 H1 ∈ CM2×M2 and RH2 = HH

2 H2 ∈ CM1×M1 and the
denominator becomes sHRGs + M2σ

2
n2

. Normally an esti-
mation of the covariance matrix of the clutters, i.e., R̂G is
provided. Similar to PComm.

2 , we only consider the real part
of the objective function, i.e., WH •S and also removing the
unity rank condition on S. Thus we rewrite P seq.

1 as

P seq.
2

 max
S

WH • S
R̂H
G • S +M2σ2

n2

subject to c̃5 : tr{SC} = ε, c̃0, c̃1, c3.

Linear fractional programs are addressed in [19] by variable
transformation. To this end, we introduce a slack variable
ρ ≥ 0 where S̃ = ρS. We modify P seq.

2 as the following
optimization problem

P seq.
3


max
S,ρ

WH • S̃

subject to RH
G • S̃ +M2σ

2
n2
ρ = 1

tr{S̃C} = ερ, tr{S̃} = ρ

S̃ � 0, ‖S̃ − Diag{S̃}‖2F ≤ γρ2, ρ ≥ 0.

Finding the solution S for P seq.
2 is straightforward using tools

like CVX. We must then recover the transmit vector s from
positive semidefinite matrix S. Based on Theorem 2.3. of
[20], one can find a rank-one decomposition of a positive
semidefinite matrix S in polynomial-time. For decomposing
S into rank one approximation, one solution is to compute
the SVD of the matrix S and taking the singular-vector cor-
responding to the largest singular value.

4. NUMERICAL RESULTS

In this section, we present the performance comparison of
various types of sequences and the optimal JRC sequence
presented in Section 3. Fig. 2 shows receiver operating

characteristic (ROC) curves of optimal communications se-
quence, FFT sequence, a random sequence and our optimal
JRC waveform at 8 dB SNCR for Neyman-Pearson detector.
We observe that in case of optimal JRC waveform, the de-
tection capability is enhanced significantly compared to other
waveforms since it achieves a higher SNCR level at radar
receiver for a given δ. Fig. 3 shows BER of communications
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Fig. 2. Radar detection performance comparison for different types
of sequences and optimal JRC sequence with similarity threshold
level of (δ = 0.1, δ = 0.4), and ISL level of γ = 0.8.
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Fig. 3. Communications BER performance comparison for differ-
ent types of sequences and optimal JRC sequence with similarity
threshold level of (δ = 0.1, δ = 0.4), and ISL level of γ = 0.8.

for various sequences. We observe the optimal sequence for
communications has the lowest BER. For small δ, BER of
optimal JRC sequence is naturally close to optimal commu-
nication sequence BER. However, the radar performance is
reduced and optimal communications waveform has the worst
radar probability of detection among all type of sequences.
By adjusting the trade-off factor δ one can find a waveform
that satisfies a desired BER and Pd.

5. CONCLUSION

A new approach for single waveform design in automotive
JRC is proposed to maximize simultaneously the SNR at the
communication receiver as well as the SCNR at the radar re-
ceiver towards enhancing their respective performance. The
design is formulated as an optimization problem and a sim-
ple methodology for obtaining a solution is proposed. The
work highlights the benefits symbiotic existence of radar and
communications benefits of JRC through CSI exchange and
attaining optimal performance trade-offs.
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