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ABSTRACT

In this paper, we propose super-pixel based finger earth
mover’s distance (SPFEMD) for hand gesture recognition.
For finger representation, we design SPFEMD for similarity
measurement between fingers and hand gestures, and use it
as the distance metric for hand gesture recognition. First, we
extract hands without any user interaction using both color
and depth from Kinect camera. Then, we obtain the seed for
hand segmentation on the depth map and segment hand on
the color image using the seed. Since fingers contain distinc-
t features for hand gesture recognition, we decompose the
hand segment into palm and fingers based on morphologi-
cal operation. Finally, we perform hand gesture recognition
from fingers based on SPFEMD. Experiments on publicly
available and our own data sets show the superiority of the
proposed method over state-of-the-arts in terms of accuracy
and confusion matrices.

Index Terms— Hand gesture recognition, Kinect data,
finger representation, morphological operation, superpixel
segmentation.

1. INTRODUCTION

Hand gesture recognition has received much attention in re-
cent years due to its applications to human-computer interac-
tion (HCI), sign language translation and virtual reality [1-3].
This is a challenging task since hands have a high degree of
freedom in poses and vary with viewpoints. Moreover, the
hand appearance differs from person to person, and is signif-
icantly influenced by illumination. All these problems make
it hard to implement hand gesture recognition for a gener-
al use. To address them, various methods for hand gesture
recognition have been proposed so far [4]. Although image-
based techniques have been widely studied, they are easily
affected by lighting conditions and large variations of hand
gestures and textures. In particular, reliable hand detection
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is required to perform hand gesture recognition. To track and
recognize various hand gestures [5], hand color model [6] and
hand shape model [7] were proposed. However, they were
not robust to the dynamic environment highly depending on
the models. Recently, there is a significant progress in hand
gesture recognition with the advent of depth cameras such as
Kinect devices. Once the hand is localized and segmented
using depth maps, hand gesture recognition aims to interpret
gestures into a certain sign using pattern classifiers such as
k-Nearest Neighbors (kNN) [8], Hidden Markov Models [9],
Principal Component Analysis (PCA) [10] and Support Vec-
tor Machine (SVM) [11]. Ren et al. [12] proposed an effective
gesture recognition method based on the Earth Mover’s Dis-
tance (EMD) and Template Matching Method (TMM), which
shows outstanding performance.

In this paper, we propose super-pixel based finger earth
mover’s distance (SPFEMD) for hand gesture recognition.
Hand gestures are closely related to the change of fingers to
convey information. Thus, we perform finger extraction using
morphological opening operation. Based on the super-pixel
finger representation, we provide SPFEMD to measure the
dissimilarity between fingers and hand gestures by calculat-
ing the earth mover’s distance of super-pixel finger points.
Fig. 1 illustrates the entire diagram of the proposed hand
gesture recognition based on Kinect data. Compared with
existing methods, main contributions of the proposed method
are as follows: (1) We perform automatic hand segmenta-
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Fig. 1. Entire diagram of the proposed hand gesture recogni-
tion based on Kinect camera. IOO: Image opening operation.
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tion without any user interaction using depth information;
(2) We extract fingers from each hand segment by morpho-
logical opening operation; and (3) We propose SPFEMD for
similarity measurement between fingers and hand gestures.

2. HAND DETECTION

Hand detection is a key process for hand gesture recogni-
tion and includes hand segmentation, finger extraction and
representation. In this work, we use the depth map cap-
tured by Kinect camera for hand detection without any user
interaction and extract fingers by the image opening oper-
ation (I00O). Although the color image and its depth map
are captured by Kinect camera simultaneously, they are not
aligned well each other. Therefore, a calibration process is re-
quired to jointly utilize color and depth information. We use
Heikkilas method [13] to calibrate Kinect’s color and infrared
(IR) sensors. Since Kinect depth map is generated from the
IR sensor, the estimated color-IR camera parameters are u-
tilized to calibrate depth map and color image [14]. Many
hand segmentation approaches [12] assumed that the hand is
the frontal object from Kinect camera. Thus, this assumption
allows us to quickly separate the hand from the background
based on depth by Otsu’s segmentation technique [15]. The
threshold for binarization is determined by analyzing the s-
tandard deviation of depth values on the depth map. Thus, we
get the binarized depth map which contains foreground and
background, i.e. foreground segmentation. To detect the seed
for automatic hand segmentation, we find the largest con-
nected region on the binarized depth map which refers to a
complete area of the hand in the foreground. Algorithm 1 de-
scribes the seed selection procedure on the depth map. From
the selected seed, we obtain the hand segmentation result on
the color image based on Gibbs Random Field (GRF) [16].
IOO is a simple but effective method that decomposes the
hand into natural primitives such as fingers and palm. We
remove the fingers by erosion operation because fingers are
thinner than the palm. For erosion, we use the circle whose
size is determined by the maximum distance in the seed se-
lection procedure. Meanwhile, the palm becomes also small
after erosion. Thus, we repair the small palm completely by
dilation operation. In the end, we decompose the hand into
fingers and palm from the segmented hand. Fig. 2 shows
hand segmentation results and their decomposition into fin-
gers and palm. To extract features for finger representation,
we perform super-pixel segmentation. We use the Simple
Linear Iterative Clustering (SLIC) for super-pixel segmen-
tation [17] that effectively enforces spatial compactness of
superpixels. To improve its robustness, we use the location
information (x,y) and its depth value d. Assume that an
image with IV pixels is segmented into K superpixels. Each
superpixel should have nearly equal size of N/K pixels. Let
u; = [z, yi]T, and the pixel-to-pixel distance is measured as
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Fig. 2. Hand segmentation and decomposition results. (a)
Color image. (b) Depth map. (c) Hand segmentation result.
(d) Binarized map of (c). (f) Palms. (g) Fingers.

follows:
c

Dy=d+ redey (1)
where c is the compactness coefficient of superpixels; d =
d; — dj and dgy, = [|lu; — u,|| are depth and spatial dis-
tances, respectively; and ||.|| is Euclidean norm. Thus, Dq
is a weighted sum of the depth and spatial distances adjusted
by the compactness coefficient c. Some examples are shown
in Fig. 3.

3. HAND GESTURE RECOGNITION

The Earth Mover’s Distance (EMD) is a measure of the dis-
tance between two probability distributions over a region [12].
It has been widely used in image retrieval and pattern recogni-
tion. Based on EMD, we propose a novel metric for similarity
measurement, the Superpixel Finger Earth Mover’s Distance
(SPFEMD), to recognize the hand gesture. As shown in Fig.
4, the Finger Earth Mover’s Distance (FEMD) only uses the

Algorithm 1 Automatic Seed Selection

Input: Binarized depth map;
Output: Image with the seed point.

Step 1: Mark all the connected regions;
Step 2: Calculate the size of the connected region;
2.1: Select a point (o, yo) as an initial growing point on the foreground;
2.2: Consider its 8 neighborhood pixels (z, y) for (zo, yo)
if (z, y) is the foreground points:
yes: Accepted as a new growing point;
else: Eliminate this point.
Step 3: Repeat Step 2 until all foreground points are detected;
Step 4: Assign the index to the largest connected region;
Step 5: Get the largest connected region;
Step 6: Detect the seed point on the the largest connected region;
6.1: Select an initial point p in the largest connected region;
6.2: Calculate the minimum distance D, to the region boundary;
6.3: Point of the maximum distance is selected as the seed Ps.
Step 7: Return the image with Ps.
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Fig. 3. Finger shape representation based on super-pixel seg-
mentation. Top: Color images. Down: Finger shapes.

contour [12], but SPFEMD jointly measures the similarity be-
tween two hand gestures based on finger shape, location and
depth information.

3.1. SPFEMD

We define the signature by fingers by a set of super-pixels
pi,t = 1,2, ..., k with the corresponding weight w,,,. Formal-
ly, let P = {(p1,wp, ), (P2, Wpy), - (Ds Wy, )} be the first
finger signature with k superpixels, and @ = {(g1, wq, ), (g2,
We, ), - (q1, Wq, ) } be the second finger signature with ! clus-
ters. The centroid [z,,, yp,]" and the average depth value d,,
are used to define the super-pixel p; = [z}, Yp,, dp,]T. Com-
pared with the texture, the depth is insensitive to illumination
changes. The number of pixels, m;, within the super-pixel
is used to denote the cluster weight w,,. Then, the cost ¢;;
from the super-pixel p; to ¢; is defined as the weighted 3D
distance:

—yg,)? +aldy, —dg,)? ()

where « is the depth weight that balances the significance be-
tween the 2D shape and depth, and [ is a nonlinear fingertip
coefficient.

Cij = [(xm - ij)z + (ypi

3.2. Template Selection and Matching

Denote g as the number of finger and thus g ranges [0,5]. We
classify the hand gesture into six groups. Then, we select the
templates which have the same number of fingers according
to the testing gesture. For template matching, we randomly
select K samples from T} to be the initial medoids S , then
compare with medoids one-by-one using the next alternating
two steps. In the first step, we calculate the SPFEMD dis-
tance, SPFEMD(.S,,,, S& ), for all samples and clusters which
have the same number of fingers. A hand gesture sample S,
is assigned to the ¢-th cluster Stcj if the following condition is
satisfied:

SPFEMD(S,,,, S&,) < SPFEMD(S,,,, S&, ). V5. = 1,... K,
3
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Fig. 4. Comparison between FEMD [12] and the pro-
posed SPFEMD for similarity measurement. (a) FEMD. (b)
SPFEMD.
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Fig. 5. Gesture samples in our experiments which are labeled
from 0 to 9.

(b)

where .S, is assigned to one cluster and ¢ is the iteration in-
dex starting from 0. The total cost, ¢,,.q(C?), is computed as
follows:

K
=5 3" SPEEMD(S,.,55) (4

i=1 SmeCi

Cmed(c

In the second step, the medoids are updated by the gesture
samples to minimize the sum of distances within the corre-
sponding clusters as follows:

K
St+1 = argrginz Z

m

i=1S,,eC;/Sm

SPFEMD (S, Sp), Sim€Ci

4)
The iteration stops until cmed(Ct) > cmed(Ct_1 ), and the
final medoids in C*~! are the primitive templates.

4. EXPERIMENTAL RESULTS

We perform experiments in a PC with an Intel Core 17-6700
3.40 GHz CPU and 8 GB of RAM. In all experiments, we
set the depth weight « to 1.0 so that balances the significance
between the 2D shape and depth, and the fingertip coefficient
B to 2.0. We set the average size of super-pixels to 81, i.e.
9 x 9. To evaluate the performance of the proposed method,
we use two data sets — Hand Gesture Image Data sets made by
the University of Padova [19] and our own data set captured
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FEMD-Mean Accuracy: 97.5%
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Fig. 6. Confusion matrix on our own data set: Performance comparison between different methods of FEMD [12], SP-EMD [18]

and the proposed SPFEMD (unit: %).

Table 1. Mean accuracy of FEMD [12], SP-EMD [18] and
the proposed SPFEMD on our own data set

: Mean Accuracy
Algorithms 70OV T 100 CV
FEMD [12]

(thresholding) 95.0% 97.5%
SPEMD 18] | o0 o | ogea
(shape only)
SPFEMD 97.7% 9999,
(proposed)

by Kinect V2. It contains 10 gestures with 10 different poses
from 2 subjects. Therefore, there are a total of 200 cases for
testing, and each of them consists of a pair of color texture
and depth map. Gesture samples are shown in Fig. 5, and
are labeled from 0 to 9. The public Kinect gesture data sets
contain 1,000 cases of 10 hand gestures from 10 subjects.
We compare the performance of the proposed SPFEMD
with those of two state-of-the-arts: Threshold-based FEMD
method [12] and the shape-based SP-EMD [18]. To illustrate
the effectiveness of the proposed SPFEMD, the mean accu-
racy for comparison between confusion matrices of Leave-4-
Out Cross Validation (L40) and Leave-One-Out Cross Vali-
dation (LOO) on the public database and our own data sets is
provided in Tables 1 and 2, respectively. It can be observed
that the proposed SPFEMD achieves the best performance in
both database. As listed in Table 1, the mean accuracy for
the proposed method is 97.7% for L4O CV and 99.2% for
LOO CV. Moreover, Table 2 shows good performance of the
proposed method in mean accuracy on the publicly available
data set [19]. It can be observed that LOO CV achieves bet-
ter recognition rates than L4O CV in both data sets because
the number of training data (or templates) in the former is 4
times larger. We provide the comparison of confusion matri-
ces LOO on our own data set in Fig. 6. The most confusing

Table 2. Mean accuracy of FEMD [12], SP-EMD [18] and
the proposed SPFEMD on a publicly available data set [19]

: Mean Accuracy
Algorithms 76V T 1000V
FEMD [12]

(thresholding) | 1% | 939%
SPEMD 18] | oo | o830
(shape only)
SPFEMD 97.3% 08.6%
(proposed)

cases are between gestures 1, 7 and 9 due to having the same
number of fingers. Sometimes, two fingers are fused into one
due to the distortion. That causes the error that gesture 4 is
also wrongly recognized as gesture 3.

5. CONCLUSION

In this paper, we have proposed SPFEMD for hand gesture
recognition based on Kinect data. First, we have realized ful-
ly automatic hand segmentation without any user interaction
using both color and depth information from Kinect camera.
Second, we have designed SPFEMD for similarity measure-
ment to effectively capture finger shape, location and depth
from hand gestures. Finally, we have performed hand ges-
ture recognition based on SPFEMD and template matching.
Experimental results demonstrate that the proposed SPFEMD
achieves outstanding gesture recognition accuracy over state-
of-the-art methods. Our future work includes investigating
real-time hand gesture recognition for immersive interactive
virtual reality (VR).
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