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ABSTRACT

With the development of immersive media technologies, om-
nidirectional video services have been launched in many fields.
Conducting subjective quality evaluation research becomes a
crucial step to benchmark and ensure the quality of omnidi-
rectional video services. As omnidirectional videos record
spherical visual scenes that are broader than the visual field of
human eyes, the quality scores rated by different observers are
based on individual spatio-temporal viewing experience. The
potential spatio-temporal inconsistency between observers
may impact the reliability of subjective quality evaluation and
thus challenge existing experimental methodologies. In this
paper, we focus on investigating the effect of spatial-temporal
inconsistency on the subjective quality evaluation of omnidi-
rectional videos. A systematic quality evaluation experiment
was designed with various viewing methods involved. Exper-
imental results showed that the spatio-temporal inconsistency
has a significant impact on the reliability of subjective quality
results and the impact is strongly determined by the viewing
method. We intend to provide recommendations with respect
to the subjective quality evaluation of omnidirectional videos.

Index Terms— Omnidirectional video, subjective quality,
spatio-temporal inconsistency, viewing mode

1. INTRODUCTION

Recent years have witnessed tremendous progress in the de-
velopment of virtual reality (VR) technologies, which are now
widely applied in many fields including education [1], enter-
tainment [2], medicine [3] and gaming [4]. As arepresentative
type of immersive media, omnidirectional videos, also known
as 360-degree videos have soon attracted a large number of
users due to the spherical visual scene they recorded and the
immersion experience they offered. At present, many video
service providers, e.g., Youtube and Netflix, have launched
omnidirectional video services including on-demand video
streaming and live broadcasting.
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In current video processing pipeline, omnidirectional
videos are subject to various distortions generated in the
phases of video acquisition, compression, transmission and
rendering. These undesired artifacts may deteriorate the vi-
sual experience of users and may cause interpretation errors
in video-based inspection tasks. Finding ways to effectively
control and improve the perceived quality of omnidirectional
video has become a focal concern in both academia and in-
dustry. Conducting subjective quality evaluation experiment
becomes a crucial step to provide ground truth on how human
visual system (HVS) judges omnidirectional video quality.

In the past decades, substantial progress has been made
on the development of subjective quality assessment of tra-
ditional 2D videos. A number of standardized methods for
subjective quality evaluation were proposed. Representative
methodologies include ITU-R Rec. BT.500-13 [5], ITU-R
Rec. BT.1788 [6], ITU-T Rec. P910 [7] and ITU-T Rec
P913 [8]. In March 2016, Video Quality Experts Group
(VQEQG) established an Immersive Media Group (IMG) focus-
ing on the subjective and objective quality research towards
omnidirectional videos. In June 2016, Moving Picture Ex-
perts Group (MPEG) also started a track (i.e., MPEG-]) to
deal with the technical challenges raised by immersive me-
dia including subjective quality evaluation of omnidirectional
videos. Currently, methodology on how to properly carry out
subjective quality evaluation experiment for omnidirectional
videos is still waiting to be standardized.

So far, 360-degree video quality evaluation experiment
conducted in the literature either obey existing methods es-
tablished for traditional 2D videos, or follow the best practice
guidelines. In [9], a subjective quality evaluation study was
performed towards the omnidirectional video streaming ser-
vice. 27 participants were recruited to score the 360-degree
videos according to ITU-R Rec. BT.500-13 and ITU-T Rec.
P.913 recommendations. Using the Head-Mounted Displays
(HMDs), participants were allowed to freely change their
viewport during the experiment by rotating their heads. A
relatively high rating variance between participants was found
in this study. In [10], participants were invited to evaluate
the compression artifacts occurred in 360-degree videos. 10
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Fig. 1. The spherical viewing space of omnidirectional video
and the Equirectangular projection (ERP) plane of the video.
(a) shows that observers can only see a part of the entire 360-
degree visual scene at a single point of time. (b) illustrates the
corresponding viewport in the ERP plane.

observers were asked to rate the video quality according to
SSCQS [5] method and 16 observers were required to score
the video quality according to SAMVIQ method [8]. Again,
subjects were allowed to freely change their viewport during
the experiment. The authors claimed that the obtained quality
scores are less consistent due to the drawbacks of the exper-
imental setup. Likewise, researchers in [11] conducted the
quality rating experiment in a similar setup which also allows
free viewport changes. They found that directly processing
the quality ratings from different subjects to obtain the overall
mean opinion score (MOS) may cause inaccuracy since there
exists differences between the viewing paths of participants.

We hypothesize that one of the main reasons accounts for
the inaccuracy of subjective data is the spatio-temporal in-
consistency between observers when viewing the 360-degree
videos. As shown in Fig. 1, viewers can only see a part of the
entire 360-degree visual scene at a single point of time. The
quality ratings given by different observers are based on the
individual viewing experience. This inconsistency seems to
be increased when observers are allowed to freely change their
viewport during the watching period. To reduce the impact
of spatio-temporal inconsistency, researchers in [12] asked 30
participants to score the quality of a small region of 360-degree
videos which is displayed as 2D video on the flat monitor, and
treated the obtained ratings as the quality of the entire 360-
degree video. However, this method can trigger inaccuracy
quality judgement since the perceived visual artifacts are not
always uniformly distributed in the visual scene. In [13],
researchers asked 12 participants to follow a fixed viewing
trajectory when rating the omnidirectional videos. However,
to what extent can this method improve the reliability of the
subjective quality evaluation results is not evaluated.

Notwithstanding the above effort, it should be noted that
the reliability of the subjective quality scores (i.e., MOS) re-
mains limited by the choices made in their experimental de-
sign. It is not known how the viewing mode (e.g., free view-
ing and fixed viewing trajectory) plays a role in influencing

the reliability of the experimental results. Additionally, the
number of subjects included in these experiments differs to a
large extent. It is also not known whether the statistics power
of the obtained quality scores can be improved by including
more subjects. Therefore, in this paper, we focus on inves-
tigating the impact of spatio-temporal inconsistency between
subjects on the reliability of subjective quality results. A
quality evaluation experiment for omnidirectional videos was
carefully designed with various video content, distortion types
and three different viewing modes. We explicitly evaluated to
what extent can the viewing mode impact the consistency of
quality ratings between observers. We also investigated to
what extent can the increase of subjects improve the reliability
of subjective quality evaluation. We intend to provide recom-
mendations and practical solutions with respect to designing
subjective quality evaluation experiment for omnidirectional
videos.

2. EXPERIMENTAL DESIGN

To investigate the effect of spatio-temporal inconsistency on
the reliability of subjective quality evaluation, three viewing
modes, namely the free-viewing mode, the fixed trajectory
viewing mode and the content-dependent viewing mode are
used. For the fixed viewing trajectory mode, we simply set the
viewing path as used in [13] (as mentioned in Sec. 1). Con-
sidering the fixed viewing trajectory mode may reduce the
realistic experience of end users [9], we designed a third view-
ing mode which guides the viewing trajectory of participants
taking into account the intrinsic human viewing behaviour.
To do so, we set the content-dependent viewing trajectory ac-
cording to the viewing path generated by AUTOCAM [14]
which is proved to be a reliable saliency-driven 360-degree
video navigation method. We expected this viewing mode
can compensate the drawbacks existed in the free viewing and
fixed viewing trajectory mode.

2.1. Evaluation criterion

To characterize the reliability of the sujective experiment, we
resorted to the inter-observer agreement (IOA) which is widely
applied in the literature. It refers to the degree of agreement
in the quality perception results among observers [15, 16, 17].
In our implementation, IOA is quantified by calculating the
Pearson linear correlation coefficient (PLCC) between the rat-
ings averaged over all-except-one observers and the ratings of
the excluded observer; and by repeating this operation so that
each observer serves as the excluded subject once. Moreover,
we also calculated the IOA-k values corresponding to the IOA
when k out of the total number of observers are randomly
selected. By increasing the number of k, we can observe how
the IOA changes with the increase of subjects. Note that the
random selection was repeated several times in our implemen-
tation to ensure the generalisation. By doing so, it is easy to
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Fig. 3. The viewing trajectories of three randomly selected
participants when watching an example 360-degree video. (a)
shows a sample frame of the video. (b) (c¢) and (d) are the
viewing trajectories where X axis corresponds to the longitude
(-180°, 180°) and Y axis corresponds to the latitude (-90°,
90°). The gradient colour of the trajectories indicates the
viewing time.

check the relationship between the number of subjects and the
reliability (i.e., IOA) of the experiment.

2.2. Comparison baseline

To interpret the reliabilty of the subjective quality results (i.e.,
IOA) obtained under different viewing modes, we selected
the VQEG HDTYV Phase I dataset [18], one representative
quality database of 2D traditional videos, as the comparison
baseline. VQEG HDTYV Phase I dataset was selected since the
quality ratings from each subject are accessible, which enable
us to calculate the IOA values. Moreover, this database was
designed following standardised method where the validity
and accuracy of the database are guaranteed.

2.3. Stimuli

A total number of 12 omnidirectional videos were selected
as the reference stimuli. These videos cover a wide variety
of visual scenes and contain motion cues to different extent.
Figure. 2 illustrates 5 out of 12 video content as used in our
experiment. Each video has a resolution of 3840x1920 and a
duration ranging from 10 to 30 seconds. To generate their dis-
torted derivatives, two distortion types were simulated, namely
the H.265 compression artifacts and the package loss in trans-
mission. For each distortion type, the visual degradation was

simulated in five distinguishable levels. In total, there are 120
distorted stimuli in our dataset.

2.4. Procedure

We set up a standard office environment as to the recommenda-
tions of [7] for conducting our experiment. A total number of
30 subjects participated in this experiment including 17 males
and 13 females. All of them reported normal or correct-to-
normal sight. The experiment was divided into three sessions
with each session using one different viewing mode. A time
interval of two days was inserted between sessions to reduce
the impact of memory effect [19]. The HTC Vive HMD was
used as the rendering device which features a resolution of
2160x1200, a refresh rate of 90 Hz and a horizontal FOV of
110°. In each session, each participant views the test stimuli in
a random order. To make a fair comparison, we also used the
absolute category rating scale method (ACR) [7] to assess the
omnidirectional video quality, as used in VQEG HDTYV Phase
I dataset. A quality scoring interface was specially developed
to facilitate the record of quality ratings using hand controllers
(provided along with the HMD) without taking off the HMD.

3. THE EFFECT OF SPATIO-TEMPORAL
INCONSISTENCY

3.1. TIOA comparison with baseline

Figure. 5 plots the IOA-k values for VQEG HDTV Phase
I dataset and our test set under the most widely used free-
viewing mode in the literature. It shows that the IOA-k values
for rating traditional 2D videos are significantly higher than
those for 360-degree videos. As for traditional 2D videos, the
IOA-k value saturates at 0.895 when the number of subjects
reaches 8. In contrast, when rating the omnidirectional videos
in the free-viewing mode, the IOA-k value can only reach
0.547 when 20 subjects are included. We plotted the viewing
path of three randomly selected observers when viewing a
certain 360-degree video in Fig. 3. It shows that the viewing
path of different observers can be in totally different directions,
which for sure deteriorate the reliability of MOS scores.

The above findings implies that the free-viewing mode
widely applied for conducting 360-degree video quality eval-
uation may be unable to ensure adequate reliability. More-
over, the saturation effect also indicates that the reliability of
subjective quality evaluation results can not be continuously
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Fig. 5. The comparison of IOA-k values bewteen VQEG
HDTYV Phase I dataset and our experiment under free viewing
condition. The error bars indicate a 95% confidence interval.

improved by simply including more participants in the exper-
iment. Designing omnidirectional video-oriented subjective
evaluation method is in urgent need to provide solid grounding
on how HVS perceives the videos.

3.2. IOA comparison between different viewing modes

To compare the reliability of the MOS scores that are obtained
in different viewing modes, we calculated the IOA-k values
based on the quality ratings obtained in each viewing mode.
Figure. 4 illustrates the IOA-k values in the condition of free
viewing mode, fixed viewing trajectory mode and content-
dependent trajectory mode respectively. It shows that the
content-dependent viewing mode achieves the highest IOA
which saturates at 0.782. It is higher than that of the free-
viewing mode whose IOA saturates at 0.547 and the fixed
trajectory mode whose IOA saturates at 0.718. Hypothesis
testing is performed in order to check whether the IOA values
for different viewing modes are statistically significantly dif-

ferent. Pairwise comparisons (i.e., free-viewing mode against
fixed trajectory viewing mode, free-viewing mode against
content-dependent viewing mode and fixed trajectory viewing
mode against content-dependent viewing mode) are further
performed with a Wilcoxon signed rank test based on the 29
IOA-k samples in each case. The results indicate that the dif-
ference in each pair is statistically significant with P<0.05 at
95% confidence level.

To also investigate the relationship between the number of
subjects and IOA-k, we compared the k value where saturation
commences. In this paper, we define the saturation starting
point as the first k value whose corresponding IOA increases
by no more than 1%eo than that of the k£ —1 value. Experimental
results show that the saturation starting points for free-viewing
mode, fixed trajectory mode and content-dependent mode are
20, 13 and 9 respectively. It indicates that improving the
spatio-temporal consistency between observers helps to re-
duce the sample size of the quality evaluation experiment.

4. CONCLUSION

In this paper, we investigated the effect of spatio-temporal in-
consistency on the reliability of subjective quality evaluation
for omnidirectional videos. A systematic quality evaluation
experiment was designed with three viewing modes. Experi-
mental results showed that the spatio-temporal inconsistency
between observers has a significant impact on the reliability of
subjective quality evaluation results, and the impact is strongly
determined by the viewing method applied in the experimental
setup. We also observed a saturation effect of IOA for different
viewing modes where simply increasing redundant number of
subjects can not further improve the reliability of the quality
evaluation results. We intend to provide recommendations and
practical solutions with respect to designing reliable quality
evaluation experiment for omnidirectional videos.
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