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ABSTRACT 

 
Point cloud segmentation is a key problem of 3D 

multimedia signal processing. Existing methods usually use 
a single network structure which is trained by a per-point 
loss. These methods mainly focus on the geometric 
similarity between the prediction results and the ground 
truth, ignoring visual perception difference. In this paper, 
we present a segmentation adversarial network to overcome 

the drawbacks above. A discriminator is introduced to 
provide a perceptual loss to increase the rationality 
judgment of prediction and guide the further optimization of 
the segmentator. In order to perfectly capture the structural 
information of parts in the same category of objects, 
condition settings are employed to add a global constraint. 

Experimental results show the proposed methods can correct 
the common errors in point cloud segmentation and obtain 
more accurate and better segmentation of visual perceptual.  
 

Index Terms—shape segmentation and labeling, point 

cloud, adversarial learning, perceptual loss
1

 

 

1. INTRODUCTION 

 

3D shape segmentation aims to divide a shape into 
meaningful parts and to give a label for each part. In recent 
years, state-of-the-art methods rely on deep neural network 
(DNN) approaches, achieving great success. However, these 

networks require inputs to be highly regular data format, 
while in segmentation task, a 3D shape is often represented 
as irregular meshes or point clouds. As DNN usually 
requires a large amount of training data, while point cloud is 
easy to acquire by various 3D scanner, point cloud 
segmentation becomes a trend. For this reason, we focus on 

point clouds segmentation and labeling in this paper. 
Most existing point cloud segmentation methods use a 

single segmentation network structure consisting of a pair of 
encoding module and classification module [1-4]. Encoding 
module is used for point feature extraction by a 
convolutional-like operation. Classification module is used 

to identify and annotate the part attributes of each point by 
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(a) GT 

 
(b) SL1 

 
(c) SL2 

Fig. 1. Two results for segmentation and labeling. GT is the 
ground truth. SL1 and SL2 are two predicting segmentation and 
labeling results. They share the same geometric difference with GT. 

However, when the mismarking in the parts is inside or near the 
boundary, it leads to different visual perception. Just as (b) is 
obviously more reasonable and has higher visual perception quality 
than (c). 

fully connection layers. Then, these methods utilize a cross-
entropy loss. Unfortunately, the common used per-point loss 
focuses on the average geometric similarity, but ignores the 
spatial consistency constraint and cannot capture the visual 
perceptual differences between segmentation output and 
ground truth. However, geometric similarity cannot measure 

the quality of segmentation exactly. Furthermore, two 
segmentation results with the same geometric similarity may 
have distinctly different visual perception quality. For 
example, Fig. 1 shows two segmentation and labeling results. 
Fig. 1(b) and Fig. 1(c) have the same geometric difference 
with ground truth, while Fig. 1(b) is better than Fig. 1(c) in 

the evaluation of visual perception significantly. This visual 
perception difference is often reflected as three common 
errors, such as part internal labeling noise, fuzzy part 
boundaries and part missing. In mesh segmentation, the 
consistency of labeling between adjacent facets can be 
constrained by conditional random fields (CRF) post-

processing, which will correct the first two types of errors 
[5-10]. However, for point cloud, there is no clear 
neighborhood between points, so it is impossible or difficult 
to find an appropriate solution. Therefore, how to obtain 
accurate, reasonable and look-well segmentation and 
labeling of point clouds remains challenging. 

Thus, we hope to introduce a perceptual loss for point 
clouds to guarantee the overall rationality and visual quality 
of segmentation and labeling. However, visual perception is 
hard to define mathematically. Similarly, it is also difficult 
to define mathematically whether the generated samples are 
true or not in a generation task. In 2014, the generative 

adversarial net is proposed to generate real samples by 
minimax game of generator and discriminator instead of 
predefining generation function [11]. Subsequently, various 
varieties of GAN are proposed [12-16]. In addition to 
theoretical research, GAN is also widely used in image gene 
ration [17], 3D reconstruction [18], super-resolution[19], 

style transfer [20] and image semantic segmentation[21][22]. 
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Fig. 2 Overview of the proposed adversarial learning framework for point clouds segmentation.

As for style transfer and super-resolution tasks, it has been 
demonstrated that GAN has the ability to understand the 
content and encode structure or perception loss [20][21][23].  

In this paper, we introduce the adversarial thoughts into 
the field of point clouds segmentation and modify the 

traditional network structure by adding a discriminator. 
Thus, a point cloud segmentation framework is proposed, 
which is called perceptual-aware point cloud segmentation 
adversarial network (PPSAN). The segmentator is trained by 
using a hybrid loss function that is a weighted sum of per-
point geometric loss and adversarial perceptual loss. It takes 

point cloud as input and outputs point cloud that encodes 
semantic part information about the object. The 
discriminator is trained to determine whether the input 
sample is segmentation prediction result or ground truth, 
and provides adversarial perceptual loss. In order to 
perfectly capture the structural information of the parts in 

the same category of objects, we extend our approach to use 
global constraint, i.e. object category label, by employing 
conditional PPSAN (cPPSAN). 

In summary, our contributions are given as follows: 

 A segmentation adversarial framework PPSAN is 

proposed to segmentation and labeling point cloud. 
With a perceptual loss provided by the discriminator, 
the quality of visual perception of segmentation results 
is concerned.  

 We extend the PPSAN to the conditional setting, i.e. 

cPPSAN, which will further direct the segmentation 
and labeling process and produce more reasonable 
labeling results. 

 Experimental results show that the proposed method 

can correct three common types of segmentation and 
labeling errors. Thus, more reasonable and better 
segmentation prediction results of visual perceptual 
quality can be obtained. 
 

2. METHOD 

 

2.1. Overview 

 

The proposed framework for point clouds segmentation is 

illustrated in Fig. 2. The network architecture consists of 
segmentator and discriminator. Segmentator extracts point 
feature and predicts the part label for each point. Per-point 
loss between the prediction output of segmentator and point 
clouds ground truth is computed. Discriminator takes the 

ground truth and segmentation prediction results as inputs 
respectively. It will output reasonable predictions for the 
two inputs. The reasonable prediction can determine 
whether the input of discriminator is a predicting result or 
the ground truth. So the discriminator loss can be computed 
by two parts of reasonable predictions and their expectation 

targets, which can be used for discriminator training. The 
reasonable degree of part prediction results provides 
perceptual loss. The segmentator loss is computed by the 
weighted sum of per-point loss and perceptual loss and can 
be used for segmentator training. In the training process, 
segmentator and discriminator is training alternately in each 

iteration, while in the testing process, the inference can only 
adopts the trained segmentator. 
 
2.2. Network structure 

 
Segmentator: In order to apply the adversarial learning 

framework, we adopt a segmentation module similar to 
PointNet++ [2] as our segmentator and design a 
discriminator. The architecture of the segmentator network 
consists of three SA layers, three FP layers and two 
convolution layers. The set abstraction (SA) and feature 
propagation (FP) layers are used for point feature extraction. 

The convolution layers are used to identify point part 
category by one-dimensional convolution (conv1d). In detail, 
the SA layer contains sampling, grouping and MLP. As 
shown in Fig. 3, sampling is to select a subset of points from 
input points by farthest point sampling. Grouping is to 
search a neighborhood range for each sampled point by ball 

query. MLP is adopted to encode feature of each point in the 
local region. Then, max pooling is used to give the feature 
vector for the centroid sampled point. Since the SA layers 
make fewer and fewer points involved in the calculation, it 
is necessary to design the FP layer as up sampling to get the  
feature vector of each point. The FP layer uses the average  
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Fig. 3 Sampling and grouping process. A subset of points from 
input points is obtained by farthest point sampling. In the grouping 
process, points in a sphere with a sampled point as the center and 
the radius as r constitute a group.  

of inverse distance weighted to compute feature vector of 
points that near the centered point. In this process, shallow 
features are added through skip connection in each FP layer. 
And then MLP is adopted to further encode the feature. 
Moreover, in order to perfectly capture the structural 
information of parts in the same category of objects, we add 

a global constraint, i.e. object category label, to point feature 
in the last FP layer output. Finally, two one-dimension 
convolution layers are used to classify points and get the 
part label prediction of each point. The special parameters of 
the entire network architecture are shown in Fig. 2. 
Discriminator: The discriminator takes the object category 

label and point cloud with part label maps as inputs. Part 
label maps are from ground truth and prediction results of 
segmentator output respectively. The discriminator network 
architecture consists of three SA layers and three fully 
connected (FC) layers. The output of the discriminator is to 
identify the part label maps is ground truth or segmentation 

prediction, which can reflect the reasonable and visual 
perceptual quality of segmentation results. The definition of 
the SA layer is the same as the one in segmentator network. 
The difference is that the activation function adopts Leaky-
ReLu [24]. The special parameters of the entire network 
architecture are shown in Fig. 2. The round brackets denote 

the number of points and radius of search ball in each layer, 
while square brackets give the output dimensions of each 
layer in the neural network. 
 
2.3. Network training 

 

Given a data set of N training point clouds nx  and a 

ground truth label map ny , the discriminator and 

segmentator are trained alternately in each iteration. The 

optimization goal of the Discriminator network is to 

minimize DL : 

      
1

, ,1 ,S ,0
N

D bce n n bce n n

n

L L D x y L D x x


  
 

    

(1) 

where  S denotes the output of the segmentation network 

and  D is the output of the discriminator network. The 

bceL
 
represents the perceptual loss of input part label maps. 

When the input of discriminator is ground truth, bceL
 
is 

defined as  ˆ ˆ,1 lnbceL z z  . While when the input of 

discriminator is segmentation prediction label map, it is 

defined as    ˆ ˆ,0 ln 1bceL z z   .  

Training segmentator is based on a hybrid loss that is a 
weighted sum of per-point loss and perceptual loss. The per-
point loss is to focus on the geometric similarity on each 
point independently. The perceptual loss is the output of 
segmentation prediction through discriminator, which 
reflects the reasonable of the whole prediction results in 

visual perception. Thus, the segmentator loss is defined as: 

      
1

, , ,1
N

S mce n n bce n n

n

L L S x y L D x S x


  
 

     

(2) 

where     ˆ ˆ ˆ, ln 1 ln(1 )mceL y y y y y y       denotes the 

per-point loss that computed by multi-class cross-entropy 

loss for segmentation prediction ŷ . 

In order to further improve the labeling quality, we add 
the global constraint to guide segmentation and labeling. 
Thus, the PPSAN is implemented in condition settings, 

becoming cPPSAN. The DL  and SL  in the training  process 

becomes: 

      
1

, , ,1 ,S , ,0
N

D bce n n bce n n

n

L L D x y l L D x x l


  
  (3)                                                  
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n

L L S x y l L D x S x l


  
   (4) 

where l  is the object category label, encoding in the one-

hot vector. Generally, the discriminator network often 
converges quickly in practice. Therefore, when 
discriminator accuracy achieves a certain threshold, the 

updating of the discriminator network is terminated, and 
only the segmentator parameters are still updated. 
 

3. EXPERIMENTS 

 

3.1. Experimental setup 

 

The proposed method is evaluated on ShapeNet part 
dataset from [25], which including 16,880 shapes from 16 
object categories, annotated with 50 parts with 2 to 6 parts 
on per category. We mix the 16 categories of shapes and 
train our network for all the categories. Following existing 

works[2], the official train/test split is used. As evaluation 
metrics, mIoU is emplyed, which is an average of point 
Intersection over Union across all part classes. 

We implement our approach using TensorFlow and train 
the network on GeForce GTX 1080 GPU. To train the 
proposed network, Adam optimizer is adopted, where the 

momentum is set to 0.9, the initial learning rate is set to 
0.001, and the exponential decay is set to 0.7. For 
discriminator training, updating procedure is terminated the 
training accuracy reaches 0.85. For segmentator training, the 
weight of the adversarial item is set to 0.06. 

 

3.2. Experimental results 

 
We evaluate our framework in two settings, with or without 
global constraint, and compare the results with state-of-the 
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Table 1 Segmentation results compared with state-of-the-art methods on the ShapeNet part dataset. 

Methods aero bag cap car chair 
ear 

phone 
guitar knife lamp laptop motor mug pistol rocket 

Skate 
board 

table mean 

Mean 

(all 

shapes) 

Yi [25] 80.96 78.37 77.68 75.67 87.64 61.89 91.79 85.36 80.59 95.58 70.59 91.85 85.94 53.13 69.81 75.33 78.89 81.43 

PointNet[1] 83.40 78.70 82.50 74.90 89.60 73.00 91.50 85.90 80.80 95.30 65.20 93.00 81.20 57.90 72.80 80.60 80.39 83.70 

RSNet[3] 82.70 86.40 84.10 78.20 90.40 69.30 91.40 87.00 83.50 95.40 66.00 92.60 81.80 56.10 75.80 82.20 81.43 84.90 

Dynamic 

GCN[4] 
84.20 83.70 84.40 77.10 90.90 78.50 91.50 87.30 82.90 96.00 67.80 93.30 82.60 59.70 75.50 82.00 82.34 85.10 

PointNet++

（SSG)[2] 
82.60 81.72 86.46 77.71 90.75 68.25 90.92 85.62 82.92 95.47 71.01 94.77 82.77 55.90 75.26 81.80 81.50 84.74 

Ours1 
(PPSAN) 

82.89 80.26 83.99 78.99 90.56 74.07 90.70 85.70 83.26 95.36 73.62 95.08 81.16 56.52 75.45 81.20 81.80 85.07 

Ours2 

(cPPSAN) 
82.90 82.67 86.36 78.90 90.56 76.50 91.02 85.69 84.31 96.10 74.42 95.09 81.82 58.25 75.46 82.53 82.66 85.18 

GT PointNet++ 
Ours1 

(PPSAN) 

Ours2 

(cPPSAN) 

    

    

    

    

    

    
Fig. 4 Qualitative segmentation results for several categories. The 

segmentation and labeling results of ground truth, PointNet++[2], 
ours1 and ours2 are given in the first to four columns. Ours1 
represents to integrate PointNet++ as a baseline into our 
adversarial learning framework, i.e. the PPSAN. Ours2 

corresponds to our full pipeline i.e. the proposed cPPSAN, which 
extends the PPSAN to conditional PPSAN by adding global 
constraints. (Different parts are shown in different colors.) 

-art methods in quantitative and qualitative. Table 1 shows 

the quantitative comparison results. All values are reported 
on the same point cloud dataset, by mIoU. On average, our 
approach achieves the best performance. Qualitative 
segmentation and labeling results of PointNet++ [2] and our 
approach for several categories are shown in Fig. 4. As 
shown in Fig. 4, the design of the segmentation adversarial 

network framework makes the proposed method pay more 
attention to the overall visual perception quality. While the 
added global constraint further improves the effect of label 
assignment. As a result, our approach can correct three types 
of segmentation and labeling errors. For example, rows 1 
and 2 show that PPSAN can correct the internal labeling 

noise of one part. Rows 3 and 4 show that PPSAN smoothes 
the segmentation boundaries of two parts. As can be seen 
from rows 5 and 6, PPSAN can optimize the segmentation 
results for part missing error. As shown in the 5

th
 row, 

PPSAN can correct errors that certain points are incorrectly 
labeled as parts in another object category. While cPPSAN 

can further optimize the segmentation and labeling results. 
However, as seen from the 6

th
 row when the object is more 

similar to another category in overall shape, PPSAN can 
segment the parts, but often cannot give the correct labels. 
At this point, cPPSAN with global constraint can effectively 
correct the labeling error. 

 
4. CONCLUSION 

 

In this paper, we propose a framework PPSAN for shape 
segmentation. The framework contains two sub-networks: 
segmentator network and discriminator network. The 

segmentation network is used to segment point cloud. Then 
the prediction label or ground truth will feed to the 
discriminator network. The discriminator network is used to 
distinguish the segmentation prediction and ground truth. 
The whole framework introduces a hybrid loss to train the 
segmentator, which not only pays attention to a per-point 

loss but also a perceptual loss provided by the discriminator. 
The proposed framework can be integrated into some 
advanced segmentation network to improve the results 
further. Experimental results show the effectiveness of the 
proposed approach. 
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