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ABSTRACT

Music has a powerful influence on a listener’s emotions. In this
paper, we represent lyrics and chords in a shared vector space
using a phrase-aligned chord-and-lyrics corpus. We show that
models that use these shared representations predict a listener’s
emotion while hearing musical passages better than models that
do not use these representations. Additionally, we conduct a vi-
sual analysis of these learnt shared vector representations and
explain how they support existing theories in music. This work
adds to our understanding of how lyrics and chords interact with
one another in music and bears applications in music emotion
recognition tasks and music information retrieval.

Index Terms— distributed representations, text classifica-
tion, music emotion recognition

1. INTRODUCTION

Oftentimes, music is called a language of emotion. Can mu-
sic bestow a certain emotional quality to words that words alone
lack? Do we feel a different emotion when we hear an instrumen-
tal passage than when we hear that same passage with lyrics? Do
songwriters couple lyrics and chords to elicit a particular mood
in music listeners? We use techniques in natural language pro-
cessing (NLP) to address these questions in this paper.

Studying chords and their patterns is useful in music emotion
understanding [1, 2]. Studies show that consonant music acti-
vates different brain structures than dissonant music and indicate
that music can affect our emotion [1]. Additionally, there exist
several studies on emotional valence using NLP techniques [3].
Other studies apply NLP techniques to investigate if song lyrics
can be predictive of music listeners’ emotions [4]. It remains a
topic of interest if information contained within a lyrical modal-
ity and other feature modalities, like chords, can be complemen-
tary for this prediction task [5].

Predicting how a music listener experiences emotion is a re-
search interest in music information retrieval [6], psychology [7],
and neuroscience [8]. Automatically identifying emotion in mu-
sic can be used to tag music or provide insights into the mech-
anisms of human cognition [9]. However, this is a challenging
task because of the subjective nature of emotion.

Several approaches have been taken to predict emotion dur-
ing music listening. Researchers have used lyrics [10, 4] or
multimodal approaches [11, 12] in music emotion recognition
(MER). However, these studies have been limited to making
predictions on emotions of people listening to a cappella [13]
or instrumental music [14] or have otherwise not captured and
used lyrical and chordal data in combination. Authors in [5]

assert that the most accurate MER systems, like [15] and [16],
apply large-scale machine learning algorithms to relatively short
musical selections, using vast feature sets that span multiple
domains.

Learning distributed word representations is a heavily-
researched topic in NLP [17, 18, 19]. Recently, [20] applied
the widely-used “word2vec” architecture to chord progressions.
Other research has extended this architecture to a bilingual sce-
nario [21, 19]. In this paper, we apply a bilingual approach to two
“languages” in music: lyric sequences and chord progressions.

We hypothesize that learning shared representations—that
is, embedding words from lyrics and chords in a shared vector
space—capture how chord progressions and lyrics affect each
other. We propose a novel emotion classification task to show
the utility of these shared embeddings in predicting emotion. We
also visualize these shared representations and explain how they
support concepts from music theory.

2. RELATED WORK

A number of emotion classification tasks for music listening ex-
ist in the literature [14, 22, 23]. However, these tasks do not use
datasets that have lyrics and chord information aligned together
or otherwise use datasets with a limited number of songs with
English lyrics. To the best of our knowledge, there is no exist-
ing dataset with chords and English lyrics side-by-side, so we
curated our own dataset using online tablatures and used it on a
pilot task related to MER (see Section 4 for details). Researchers
have created visualisations of latent spaces [24]. In this paper, we
extend this work to music, showing and analyzing visualisations
of embedding spaces that use both chords and lyrics.

Learning word representations from text is a widely-studied
topic in NLP in recent years [17, 18]. Recently, [20] and [25]
have shown the utility of learning chord representations in pre-
dicting chord sequences. We adapt an architecture motivated
from word2vec for creating bilingual word embeddings, similar
to [21].

3. MODEL

We start this section by reviewing the standard skip-gram neural
network architecture of Mikolov et al. [17]. Given a text corpus,
skip-gram aims to induce word representations that are useful
for predicting the context words surrounding a target word. The
autoencoder maximizes the (monolingual) objective function:

MONOW =
1

T

T∑
t=1

∑
−l≤j≤l,j 6=0

log(p(wt+j |wt)) (1)
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Fig. 1. Each word and chord predicts its word and chord con-
text. This is similar to the architecture used by [21]

where w1, w2, ..., wT are words in the training corpus W and
l is the size of the window around target word wt, which is
also from corpus W . Our proposed model aims to induce rep-
resentations for lyrics and chords together. To this end, we im-
plement a bilingual adaptation of the standard skip-gram, intro-
duced by [21]. Specifically, this approach predicts the neighbors
of given a chord c in a chord vocabulary if it is aligned with a
word w in an English vocabulary and vice versa. Effectively,
we train a single skip-gram model with a joint vocabulary on
parallel corpora in which we enrich the training examples with
pairs of words from both chords and lyrics instead of from lyrics
or chords alone. As a result, this bilingual method learns em-
beddings for chords that are dependent on co-occurring lyrics
and vice versa. The training objective function is MONOW +
MONOC + CROSSWC + CROSSCW , where C and W are
the corpora for chords and lyrics, respectively, and CROSSWC

is defined as

CROSSWC =
1

Tw

Tw∑
t=1

(
∑

−lc≤j≤lc

log(p(ck+j |wt))) (2)

and CROSSCW is defined as

CROSSCW =
1

Tc

Tc∑
t=1

(
∑

−lw≤j≤lw

log(p(wk+j |ct))) (3)

In these cross-lingual objectives CROSSCW and CROSSWC ,
the target index k is found by computing [t ∗ Lt/Ls] where Lt

and Ls are the sentence lengths of the target language and source
language, respectively. Figure 1 shows an example alignment of
chords and lyrics.

We use stochastic gradient descent [26] with a learning rate
of 0.01 and exponential decay of 0.98 after 10k steps (1 step =
256 word pairs), and negative sampling with 64 samples. A skip-
gram window of size five is used for lyrics and a skip-gram win-
dow of size one is used for chords. Although there are more lyric
tokens than chord tokens, we sample equal number of monolin-
gual and cross-lingual word pairs to make a mini-batch at every
step. The embedding space is 200-dimensional.

4. DATA

We curated a dataset from Ukutabs arrangements [27]. This
website gives users direct access to an archive of over 5,500
popular songs from the 20th and 21st century. UkuTabs is
sourced by users and systematically verified for quality by mod-
erators. Each song is arranged in individual lines, with each

Fig. 2. Screenshot from UkuTabs showing a song excerpt.
The “x2” indicates that the interlude section is repeated

line containing a matching chord and lyrical passage. Although
other websites–such as ultimate-guitar.com, e-chords.com, and
chordie.com–offer more songs, they are not verified for accuracy
or do not have a standard format, making them unsuitable for
automatically collecting high-quality data.

4.1. Data Collection

We retrieved the text data from every song in UkuTabs that was
listed as a chord tablature [27]. For each musical passage that
contained chords and lyrics (which we will call a “clip”), we
lined up the chords with the lyrics.

We developed a chord caster, which converts all chords in
the dataset into one of the four basic chord types: major, minor,
dominant 7th, and diminished. This chord caster changed 15,020
of the 360,936 chords in the corpus (4.2%).

If a song’s lyrics were less than 50% English words, the song
was not included in the dataset. In addition, if a particular section
of a song was repeated, the lyrics and chords were repeated in the
dataset. See Figure 2 for an example of a repeated section.

To create useful representations of chords, it is necessary to
find a chord’s relation to a song’s tonal center, or key. [28] uses
hidden Markov models to estimate musical key for Beatles songs
using chord symbols; however, they only use major and minor
chords in their study and tested their model on only 110 songs
from one artist in one genre. We developed a simple method to
estimate the key of every song in our dataset. We created a 48-
dimensional vector, with the count of the casted chords that are in
a song as the entries of the vector. Then, for all twelve potential
major keys, we tallied the number of chords that are in the scale
of that key. The potential key with the highest such tally was
selected as the estimated key. In the case of a tie, we summed the
number of I, IV, V and vi chords of the tied keys and estimated
the key to be the key with the highest sum.

Analysis of 50 random songs from the dataset revealed that
this method for calculating the key of a song is effective: the
method was 98% accurate on these songs. The key was esti-
mated incorrectly for one song because that song contained a key
change. This song was removed from the dataset.

Some statistics of the final dataset are given in Table 1.

5. EMOTION CLASSIFICATION TASK

Two annotators listened to music clips like the one represented
in the verse in Figure 2 and labeled if they felt positive emotion,
negative emotion, or neither. Both annotators are male musicians
and songwriters, ages 18 and 26.
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Table 1. Statistics of chords- and lyrics-aligned dataset
Total Sample Points 159,427
Number of Songs 4,417
Average Chords per Sample 2.8
Average Words per Sample 6.5
Number of Artists 1,611

5.1. Collecting Annotations

1,000 music clips were randomly chosen without replacement
from the 206,315 clips and presented to two annotators. The an-
notators listened to the songs on YouTube from three seconds
before the selected clip to three seconds after the selected clip.
Past research has shown that this method gives enough time for
emotion to stabilize [29]. The annotators noted if the music clip
elicited positive emotion (happiness, love, excitement, elation,
etc.), negative emotion (sadness, anger, heartbreak, wistfulness,
etc.), or neither. We computed the inter-annotator agreement
using a weighted Cohen’s Kappa metric, which penalizes op-
posite polarity annotations [30]. Using this metric, we found
κw = .645., which is consistent with another emotion detection
task [31]. In the literature, κ values between .6 and 1.0 are con-
sidered “substantial” and “good” [32]

The annotators met after the initial annotation session to re-
solve discrepancies. Of the 308 samples that had disagreement,
237 were agreed-upon after discussion, giving a total of 929 sam-
ples with unanimous labels and κf = .894. The 71 other samples
were discarded, so only samples with agreed-upon labels were
used. This method of discrepancy resolution is used in other
emotion tagging tasks like [33].

5.2. Results

We compare our systems to three baseline models. For our first
baseline, we used a classifier that “chooses” the majority class
(the neutral emotion class). For the other two baselines, we first
created word 3-grams for chord progressions and lyrics sepa-
rately, removing stopwords for the lyrics. Then, we trained a
separate logistic regression classifier on the chord 3-grams and
lyric 3-grams. Because the dataset contained English lyrics, a
classifier like the one in [4] could not be used as a baseline.

We learned monolingual embeddings for chords and lyrics
separately to use as two additional models using the monolingual
word2vec architecture. To create clip-level features, we summed
up the word or chord embeddings. Then, a one-vs.-rest logistic
regression model without regularization was trained with 10-fold
cross-validation on these features.

Table 2 shows the results for the emotion classification task.
The Chords Only model and Lyrics Only model refer to a one-
vs.-rest logistic regression model without regularization that uses
embeddings learnt only using chord progressions and lyric se-
quences, respectively. The Chords & Lyrics model uses word
embeddings learnt jointly using lyrics word sequences and chord
progressions, as described in Section 3.

Using n-gram models did not significantly outperform choos-
ing the majority class baseline. However, using only chord em-
beddings to predict the labels of this emotion classification task

Table 2. Our model outperforms language models of chords
or lyrics only, and the models that use embeddings outperform
n-gram models. The p-values listed are based on a one-sided,
two-sample t-test between each model and the majority class

Model Accuracy p-value
Baselines
Majority Class 55.32 % N/A
Chord n-grams 57.83 % .138
Lyrics n-grams 57.31 % .194
Our models
Chords only 59.74 % .027
Lyrics only 60.52 % .012
Chords & Lyrics 62.28 % .001

outperforms the majority class baseline (p = .027, using a one-
tailed, two-sample t-test). Using embeddings performs signifi-
cantly better than the majority class, but not significantly better
than using n-gram models at α = .05. The model which uses
shared representations of chords and lyrics performs significantly
better than the Majority Class model (p = .001) and the N-gram
models (p<.025), but not significantly better than the model us-
ing only chord embeddings or only lyric embeddings (p>.131).

6. OBSERVATIONS

Many observations can be made from the embedding spaces that
we create. We analyze the space that uses only chords (Figure
3) and the bilingual embedding space (Figure 4). We transposed
every song into the key of C major and implemented a T-SNE
Visualisation of the embeddings [24]. Diminished chords are not
included in the visualisation to reduce clutter. The other three
chord types are color-coded.

6.1. Submediants

In Figures 3 and 4, we observe that submediant chords are close
in space to each other. The Dm chord is near the F chord and the
Am chord is near the C chord, for example. Submediant chords
share two of the same notes, so it is feasible that these chords
may create a similar “feel” or affect.

6.2. Blues

Dominant chords are also clustered in space. C7, D7, F7, and
G7 are near one another. This may be the result of the pres-
ence of bluesy songs in UkuTabs. Blues songs are generally built
on repetition. These seventh chords may tend to contain similar
lyrics to each other because blues artists tend to repeat lyrical
lines when playing these chords.

6.3. “Unexpected chords”

Chords that are “outside” or non-enharmonic to the key are close
in space in both T-SNE Visualisations. For example, Db, Bbm,
and Ebm contain at least two notes that are not in the key of
the songs, and these chords are close in space in Figures 4 and
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Fig. 3. Visualisation of the chord embedding space
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Fig. 4. Visualisation of the chords and lyrics embedding space

5. In both figures, enharmonic chords (C, F, G, Dm, Em, and
Am) are also close in space. It may be that lyricists tend to write
atypical lyrical lines when the music is drastically different from
the tonal center of a song to reflect the chord’s aberrance in the
key. Music with “unexpected” chords tend to have lyrics that are
similarly “unexpected.”

7. DISCUSSION

The current dataset is limited by the coverage of UkuTabs’ data,
which has a bias towards pop music, but the method we present
can be performed on any dataset that contains lyrics and chords in
parallel. While our representations were useful for the particular
task we formulated, we want to evaluate the utility of our repre-
sentations on other tasks that already exist in the literature. Many
tasks on emotion classification in music have been performed in
the past; given that joint chordal and lyrical data can be accessed,

it would be valuable to determine if our model outperforms the
models proposed for other datasets. This way, we can know the
generalization power of our embeddings. The chord caster we
developed is untested and may be inaccurate for as much as 4.2%
of the chords in the UkuTabs corpus. Using chord detection and
speech-to-text algorithms available, our system can be used on
any song for which the user contains the audio. Our key estima-
tor performed well on the 50 songs that were tested. However,
more investigation is necessary to determine if this simple esti-
mator generalizes well. If it does, this estimation method may be
a valuable, computationally-inexpensive way to estimate musical
key.

Using a model that captures the temporal, dynamic behavior
of chords and lyrics may be helpful in MER. A model like a re-
current neural network, for example, may outperform the logistic
regression model that we present here.

8. CONCLUSIONS

We obtained a dataset that contains 159,427 musical segments
from 4,477 pop songs, with lyrics and corresponding chords. Us-
ing this data, we developed a shared vector representation of the
lyrics and chords together. We tested our representation on an
emotion classification task by using a logistic regression model
on the sum of the embeddings to predict listener emotion. We de-
veloped three models to predict the emotion experienced by the
listeners on 929 musical clips: a model using only chord em-
beddings, a model using only lyric embeddings, and a model
using joint chord-and-lyric embeddings. The models that use
embeddings significantly outperformed the baseline models, but
the chords-and-lyrics model did not significantly outperform the
other models that use embeddings.

Visualising these representations, we found evidence of cer-
tain musical theories. Submediant substitutions are common in
popular music, and seventh chords tend to be used in similar mu-
sical contexts. When lyrics and chords are embedded together,
the seventh chords continue to be clustered together, and chords
that are “outside” a key are clustered together in space. We can
apply this work to many areas, including multimodal MER, mu-
sic visualization, and music information retrieval.
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