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ABSTRACT

Common spatial patterns (CSP) is one of the most popu-
lar feature extraction algorithms for brain-computer interfaces
(BCI). However, CSP is known to be very sensitive to artifacts
and prone to overfitting. This paper proposes a novel dynamic
time warping (DTW)-based approach to improve CSP covari-
ance matrix estimation and hence improve feature extraction.
Dynamic time warping is widely used for finding an optimal
alignment between two time-dependent signals under prede-
fined conditions. The proposed approach reduces within class
temporal variations and non-stationarity by aligning the train-
ing trials to the average of the trials from the same class. The
proposed DTW-based CSP approach is applied to the support
vector machines (SVM) classifier and evaluated using one of
the publicly available motor imagery datasets. The results
showed that the proposed approach, when compared to the
classical CSP, improved the classification accuracy from 78%
to 83% on average. Importantly, for some subjects, the im-
provement was around 10%.

Index Terms— Brain computer interface (BCI), Com-
mon spatial pattern (CSP), Dynamic time warping (DTW)

1. INTRODUCTION

Brain-computer interface (BCI) provides a direct communica-
tion between a person’s brain and an electronic device without
the need for any muscle control [1]. Electroencephalogram
(EEG) is the most widely used brain signals in BCI since
it is measured non-invasively with a high temporal resolu-
tion [2]. In EEG-based BCI systems, user mental states are
identified by classifying features extracted from EEG. Com-
mon Spatial patterns (CSP) is one of the most popular fea-
ture extraction methods for BCIs [3]. The importance of spa-
tial filtering arises due to the poor spatial resolution of EEG
measurements, such that the EEG pattern of interest is mixed
with several irrelevant but concurrent neural activities. Using
spatial filtering, signals from multiple electrodes are linearly
combined to increase signal to noise ratio, leading to extract
more discriminative EEG features [4].

Despite being popular and effective, CSP is known to be
very sensitive to artifacts and prone to overfitting [5]. There
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are different reasons which can lead to poor CSP features.
First, EEG signals are very likely to be affected by move-
ment artifacts and blinking during recording. Hence, it is
very challenging to estimate the probability distributions for
high dimensional noisy EEG signals where outliers will have
significant negative effects, specially for a small training set.
Second, EEG is highly non-stationary which may happen due
to several factors such as the variations of users’ mental states,
miss concentration and fatigue, which will also lead to inac-
curate CSP features.

Different algorithms have been proposed to address CSP
drawbacks and improve its learning process. CSP improve-
ment can be done either at covariance matrix estimation level
[6,7, 8] or at CSP optimization objective function level [9, 10,
11, 12]. In this paper, we are interested in methods that focus
on improving covariance matrix estimation. Lu et al. in [7]
improved CSP covariance matrix estimations by adding two
regularization terms to increase the estimation stability. The
first regularization parameter controls the degree of shrink-
age of the training sample covariance matrix estimation to the
generic covariance matrix estimation. Whereas, the second
regularization parameter controls the degree of shrinkage to-
ward the identity matrix. In [8], the estimation of the covari-
ance matrix was improved by using covariance matrices of
other subjects with large number of trials when only few tri-
als from the new subject are available . The above-mentioned
improved CSP algorithms have all been shown to outperform
the classical CSP. However, most of the aforementioned algo-
rithms require calculating a number of regularization param-
eters which is computationally expensive. Moreover, none
of these algorithms consider the temporal variations between
trials to reduce within session non-stationarity.

To overcome the above-mentioned drawbacks, this paper
proposes a novel DTW-based CSP approach to improve CSP
covariance matrix estimation, and hence improves feature ex-
traction. To cope with the temporal non-stationarity of EEG
signals, we hypothesize that the alignment of EEG trials from
the same class to their average might reduce within class tem-
poral variation and non-stationarity. Following the previous
assumption, the available trials for each class are aligned to
the calculated average signal of this class aiming at minimiz-
ing the non-stationarity between the available EEG trials. Us-
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ing DTW, the available trials from the same class get as close
as possible to the mean of this class and also to each other.
The new aligned trials are used to calculate the CSP covari-
ance matrices. Based on our knowledge this is the first time
for DTW to be used with BCI and in a such way.

The proposed approach is evaluated using one of the pub-
licly available datasets with a moderate number of subjects.
Performance of the proposed approach is also compared with
the results of the classical CSP.

The remainder of this paper is organized as follows. In
Section II, we will describe the baseline approach and our
proposed approach. Data description and results are discussed
and analyzed in Section III. Finally, conclusions and future
work are drawn in Section IV.

2. METHODOLOGY

2.1. Common Spatial Patterns (CSP)

CSP linearly transforms the data from the original EEG-
channels into new channels to better differentiate between
two conditions by maximizing the variance of one condi-
tion while minimizing it for the other. The CSP filters are
calculated based assigning a new weight for each channel
depend on the projection matrix. This projection matrix
will have as many filters as the number of channels and the
columns of the matrix will carry the weights to make linear
combinations of the original EEG channels to decide which
EEG-channels carry the most useful information. The first
half of the projection matrix will maximize the variance for
class one and minimize it for class two, while the second half
of the projection matrix will maximize the variance for class
two and minimize it for class one under the assumption that
the signal is band-pass filtered [13]. Based on the amount
of features needed an amount of CSP-channels, also called
filter pairs, are selected. The following equations show how
feature extraction based on CSP works.

Let us consider, X;e n xt is the i*" band passed signal
trial and Ze t xn is the signal after spatial filtration with
W en xn projection matrix of CSP.

Z=X'w, ()

here, for each trial n and ¢ are the numbers of EEG channel
and time instants respectively. Let C;eR,, xn and CoeR,, Xn
are covariance matrix of EEG signal X for the two classes. Cy
and Cs can be computed by [14]:
1
Ceoy=—) X; xXT, =[1,2 2
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here, all trials corresponding to class c are denoted by .. , and
the total number of trials for each class ¢ is n.. The CSP filter
matrix W can be computed by:

Cl x W = (Cl + Cz) X WD, (3)

where, eigenvalues for C; formed the D diagonal matrix.
Normally, classification is done using m pairs of filters from
‘W. In this paper, we use the first three and last three rows of
‘W to acquire spatial filtered signal Z*e t xm [14].

7" =XI'w*, 4)

However, if all EEG-data points would be used, the di-
mensionality of the data would be too high to be used by the
classifier. Therefore, the most relevant features are extracted
so the feature vector FeR?™ can be computed by calculating
logarithm of variance of Z [14].

F = log(var(Z")). 3)

These features are used as the input to train the classifier, and
hence the trained classifier is used to estimate the labels of
unlabeled trials.

2.2. Dynamic Time Warping (DTW)

Dynamic time warping (DTW) was initially proposed to solve
the time deformation problem between two patterns in speech
recognition problems [15]. Subsequently, DTW has been ap-
plied to other problems such as object recognition, classifi-
cation and clustering of time domain signals such as EEG,
subject identification, and motion analysis [16]. For EEG,
DTW is typically used as a measure of dissimilarity between
two patterns after being optimally aligned [17]. In this paper,
we use DTW in a different way. As opposed to the previ-
ous applications of DTW where the goal was to find the dis-
tance between two trials, in our proposed approach, we align
a collection of measured trials from one class to the average
of these trials. Based on our knowledge this is the first time
where DTW is used in such a way with BCI.

Here, we firstly explain DTW algorithm and how it gen-
erates a pair of aligned responses, and then we present our
proposed DTW-based CSP. Suppose we have two time series
Q@ and C, of length n and m respectively, where:

Q =1[q1,925 Qi - Gn] (6)
s Cm) @)

To align two sequences using DTW we construct an n —
by — m matrix where the (i, j¢1,) element of the matrix con-
tains the distance d(g;, c;) between the two points g; and c;
using the Euclidean distance.

d(gi,¢;) = (@i — ¢5), ®)

each matrix element (4, j) corresponds to the alignment be-
tween the points ¢; and ¢;. A warping path W, is a matrix
whose elements defines a mapping between () and C. The
k¢n, element of W is defined as: wy, = (7, j)x so we have:

C = [01,62, ...,Cj,

mazx(m,n) <K <m+n-—1
©)

W= [w17 -y Wi, 7wK}
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The warping path is typically subject to the following con-
straints:

1- Boundary conditions: w; = (
2- Continuity: Given wy = (a,b
a—a <landb—-"¥ <1.

3- Monotonicity: Given wy = (a,b) then wy_1 = (a’,b’)
wherea —a’ > 0and b— b’ > 0.

There are exponentially many warping paths that satisfy these
conditions. However we are interested in the path which mini-
mizes the warping cost. This path can be found using dynamic
programming to evaluate the following recurrence which de-
fines the cumulative distance (i, j) as the distance d(%, j)
found in the current cell and the minimum of the cumulative
distances of the adjacent elements:

(10)

1,1) and wg = (m,n).
) then wy,_1 = (a’,b’) where

2.3. Proposed DTW-based CSP

In this paper, we assume that a large numbers of labeled trials
EEQG trials are available from each subject. The set of labeled
EEG trials for each subject can be presented as d = (x/, yl)lf_l ,
where f is the number of trials, and x! and ¢! respectively de-
note the instances matrix and the class label, y* € {0, 1}, of
the [t trial. Each trial is a subset of R"*?, where h is the
number of instances and v is the number of channels per trial.
Typically, the classifier is trained using the available labelled
training features to predict the labels of the unlabeled trials.
The commonly used BCI model uses CSP algorithm to ex-
tract features. Hence, in order to overcome the problem of
non-robust CSP covariance matrices estimation, we propose
a novel CSP algorithm using DTW. Our proposed algorithm
aligns the available trials from each class to be as much simi-
lar to their average. Performing the proposed alignment leads
to create new training trials that are less dissimilar in temporal
domain.

At first the average of the available trials per each class ¢
is computed as follows:

ne
te = (1/nc)le, (11)
=1

where c refers to the class label, t. refers to the average of
the available trials of class ¢, and n. is the number of trials
available from class c. After that a similarity matrix between
each available trial and the average signal from the same class
is computed using (8). Then the warping path for these two
trials is calculated in a way to minimize the following cost
function under the constraints mentioned in subsection 2.2:

k
D(te,x") = min(1/k Y _ d{wi}), (12)
i=1

where D is the accumulated distance between the average of
class ¢ and each individual trial from the same class. Then
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Fig. 1. Comparison of classification accuracy between clas-
sical CSP and DTW-based CSP. Interestingly, it shows that
the proposed DTW-CSP algorithm outperform classical CSP
for all subject except subject 7. Moreover on average classifi-
cation accuracy the proposed algorithm is better than normal
CSP by almost 5%.

the indices of the warping path that minimize the previous
cost function for each available trial are used to construct the
new aligned trial as follows:

Xlaligned = {Xl(31)7~-~-axl(8k)}7 (13)

where [s1, ..., 8] are the indices of this trial instances that
forming the minimum warping path calculated using (10) and
satisfying (12). Those reflected instances are the instances
that will make this trial to be as much similar to the refer-
ence average signal. Subsequently the covariance matrix of
the new aligned raw EEG trail is calculated as follows:

_ (szligned) (szligned)T (14)

trace((x;ligned) (Xflligned))

Finally, the average of the calculated covariance matrices of
the aligned trials for each class c is computed as follows:

ialigned

Ne
X =(1/nc) Z Eialigned' (15)
=1

This covariance matrix will replace the covariance matrix
used to calculate normal CSP filters mentioned in (2) and
hence continue till calculate the log variance features.

3. EXPERIMENTAL RESULTS

3.1. Data Description

In order to validate the proposed algorithm and compare it
with the classical CSP algorithm, the both algorithms are ap-
plied to data set 2a BCI Competition IV 2008 [18]. This data
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Fig. 2. Some examples of spatial filters obtained with classical CSP and DTW-CSP algorithms for different subjects. Inter-
estingly, DTW-CSP filters are smoother and physiologically more relevant to the imagined hand. Contrary to classical CSP,
DTW-CSP filters weights are more related to the expected motor cortex areas.

set consists of EEG data from 9 subjects performing 4 classes
of motor imagery task. In this paper, only data from right
and left hand motor imagery are used. Two sessions on dif-
ferent days were recorded for each subject. Each session is
comprised of 6 runs, each run consists of 12 trials for each
class.

EEG signals were recorded using 22 electrodes, sampled
at 250 Hz, and bandpass-filtered between 0.5 Hz and 100 Hz.
Moreover, a 50 Hz notch filter was applied to remove power
line noise. Features were extracted using the time segment
located from 0.5s to 2.5s after the cue instructing the subject
to perform motor imagery (MI). The first session was used
to train the BCI system once using the proposed DTW-CSP
and once using classical CSP. Evaluation of classification ac-
curacy of was done using the second session.

3.2. Evaluation and Discussion

For each subject, the CSP and the DTW-CSP filters were
learnt on the available training set. The log-variances of the
spatially filtered EEG signal were then used as the input fea-
tures of a Support vector machines (SVM) classifier. The
classification accuracy was calculated based on how accu-
rately the labels of testing sessions trials are estimated. Fig.1
shows that, except subject 7, the DTW-CSP algorithm out-
performed classical CSP. The DTW-CSP algorithm outper-
formed CSP by about 4% to 10% for each subject. On aver-
age, classification accuracy for all subject was increased fro
78% to 83.3%. These results confirm that using DTW reduces
temporal variations and non-statinarties between trials within
the same class, and hence enhance the computed features.
Particularly, with a closer look at the results, suggests that
the DTW-CSP algorithm is more valuable for subjects with
poor and medium initial BCI performance (e.g., subl, sub2,
sub4, sub5, sub6 ) than subjects with initially high perfor-
mance, whose performances are slightly changed. This find-

ing makes sense as subjects with high initial accuracy already
have their features well separated.

Fig. 2 shows some examples of the spatial filters ob-
tained with classical CSP and DTW-CSP algorithms for dif-
ferent subjects. Notably, these pictures show that classical
CSP filters appear with large weights in several unexpected
locations from a neurophysiological point of view. On the
other hand, DTW-CSP filters are interestingly smoother and
physiologically more relevant to the imagined hand. Contrary
to classical CSP, DTW-CSP filters weights are more related
to the expected motor cortex areas. This is another benefit
of the DTW-CSP algorithm as it is not only make the tri-
als of the same class get closer but also lead to filters that
are neurophysiologically smoother and as such more illustrat-
able. Moreover, our approach requires much less computa-
tional time as there is no need to calculate any regularization
parameters either using cross-validation or by optimizing ob-
jective functions which are computationally expensive.

4. CONCLUSION

In this paper, we proposed a novel DTW-based CSP algo-
rithm to improve the BCI systems. The proposed algorithm
was evaluated against the classical CSP. Results showed that
the DTW-CSP outperformed classical CSP by almost 5% in
average classification accuracy and lead to more relevant spa-
tial filters from the neurological point of view.

Future work could deal with investigating performances
of the proposed DTW-CSP algorithm with more datasets.
Moreover, DTW-CSP can be addressed in the way of transfer
learning to reduce BCI calibration times even for subject to
subject transfer or session to session transfer. We could ad-
dress this problem by aligning the few trials available from
the new subject to a punch of trials previously recorded from
different subjects or sessions.
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