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ABSTRACT

Obtaining aligned spectral pairs in case of non-parallel data
for stand-alone Voice Conversion (VC) technique is a chal-
lenging research problem. Unsupervised alignment algo-
rithm, namely, an Iterative combination of a Nearest Neigh-
bor search step and a Conversion step Alignment (INCA)
iteratively tries to align the spectral features by minimizing
the Euclidean distance metric between the intermediate con-
verted and the target spectral feature vectors. However, the
Euclidean distance may not correlate well with the perceptual
distance between the two (sound or visual) patterns in a given
feature space. In this paper, we propose to learn distance
metric using Large Margin Nearest Neighbor (LMNN) tech-
nique that gives a minimum distance for the same phoneme
uttered by the different speakers and more distance for the
different set of phonemes. This learned metric is then used
for finding the NN pairs in the INCA. Furthermore, we pro-
pose to use this learned metric only for the first iteration in
the INCA, since the intermediate converted features (which
are not the actual acoustic features) may not behave well
w.r.t. the learned metric. We obtained on an average 7.93
% relative improvement in Phonetic Accuracy (PA). This is
reflected positively in subjective and objective evaluations.

Index Terms— VC, INCA, Metric Learning, LMNN.

1. INTRODUCTION

Non-parallel Voice Conversion (VC) has been a focus of
research for last one decade. Alignment is one of the key
research issues in non-parallel VC [1]. Though adaptation
and generation model-based techniques avoid the alignment
step in non-parallel VC [2–8], aligned spectral feature pairs
are still required to apply standalone VC techniques for non-
parallel data [1]. Among available alignment approaches
for the non-parallel VC, the state-of-the-art unsupervised al-
gorithm is the Iterative combination of a Nearest Neighbor
search step and a Conversion step Alignment (INCA), which
iteratively computes the mapping function that uses the Near-
est Neighbor (NN) aligned feature pairs [9, 10].
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The key issue in the INCA is that it tries to minimize the
Euclidean metric among acoustic features for the time align-
ment. However, the same phoneme uttered by the two speak-
ers may not have the minimum Euclidean distance [11–14].
Recently, in the area of keyword search, the possibilities of
exploring distance metric learning is proposed to use instead
of standard distance metric in the DTW [15, 16]. In this
paper, we propose to learn the metric that gives a minimum
distance for the same phoneme and maximum distance for
the different phonemes uttered by the two different speakers.
In particular, we propose to use this learned metric instead of
the Euclidean for finding the NN pairs in the INCA. In this
paper, we globally learn the metric on the TIMIT database
due to the availability of phone annotations.

Furthermore, the INCA is sensitive to the initializa-
tion due to an alternating minimization nature of the algo-
rithm [10, 17]. Except for iteration 1 in the INCA, NN is
obtained between intermediate converted and the target spec-
tral feature vectors. These feature vectors may not behave like
the actual spectral features. Hence, we propose to use this
learned metric only for the initial iteration, where the spectral
features are derived from both the source and target speakers.
Among various available metric learning techniques [18],
we used the state-of-the-art Large Margin Nearest Neigh-
bor (LMNN) technique [19, 20]. These aligned feature pairs
that are obtained using the Euclidean metric, and the learned
metric, are further used to develop various VC systems.

2. METRIC LEARNING FOR ALIGNMENT TASK

2.1. Motivation for Metric Learning in VC

INCA consists of three steps, namely, initialization, NN
search and transformation step [9]. These steps are repeated
until the convergence. In the literature, lower Phonetic Ac-
curacy (PA) is reported after the alignment step [17, 21]. To
further investigate the possible reasons behind this low PA,
we apply t-stochastic neighbor embedding (t-SNE) visualiza-
tion technique to the acoustic space of the source and target
speakers [22]. We have taken one of the available speaker-
pairs (namely, BDL-RMS (M-M)) from the CMU-ARCTIC
database [23]. The acoustic space for a vowel, stop, nasal
and fricative is shown in Fig. 1. We can clearly see that the
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Fig. 1: Acoustic features space visualization in 2-D using t-SNE for different speech sound classes, such as (a) vowel, (b) stop,
(c) nasal, and (d) fricative.
same phoneme uttered by the two speakers does not lie in
the neighborhood in Euclidean space, rather they are spread
across the 2-D acoustic space. This is primarily due to the
difference in vocal tract system (i.e., size and shape) and
excitation source (difference in size of the glottis, vocal fold
mass, tension in the vocal folds and hence, the manner in
which glottis opens or closes, i.e., the glottal activity) across
the speakers (Chapter 3, pp. 59) [24]. This motivated the au-
thors to define new metric that represents the acoustic feature
space. In this paper, we propose to use the learned metric for
finding the NN pairs in the iteration II of the INCA [9].

2.2. Metric Learning

The metric learning is concerned with the learning of a
distance function w.r.t. a particular task. Metric learning
has been shown to be extremely useful when used along
with the NN methods [18]. The metric learning tech-
niques can be broadly classified into linear (which uses
Mahalanobis distance) vs. nonlinear approaches [18]. Let
X = [x1, x2, ..., xn] be the matrix of all the data points. The
mapping d : X × X → R is called a metric if it satisfies
following four conditions [25]:

1. d(xi, xj) ≥ 0 (non-negativity),

2. d(xi, xj) = 0⇔ xi = xj (identity of indiscernible),

3. d(xi, xj) = d(xj , xi) (symmetry),

4. d(xi, xj) ≤ d(xi, xr) + d(xr, xj), where ∀xi, x,xr ∈
X (triangle inequality).

If condition (2) is dropped then the mapping is called as
pseudo metric [25]. In particular, distance metric is de-
fined through inner product space. For example, d2(x, y) =
||〈x− y, x− y〉|| = xT y. Hence, in general a distance metric
is defined as:

dA(x, y) = (x− y)TA(x− y). (1)

If A = Σ−1 then distance is called as the Mahalanobis dis-
tance [26]. Here, Σ is covariance matrix of the data. In most
of the cases, true covariance is unknown and hence, the sam-
ple covariance is used. Here, A must be positive-semidefinite
(PSD) (i.e., A � 0, where � notation is used to indicate pos-
itive semidefinite) to satisfy the metric definition. Further-
more, if A is PSD then it can be factorized as A = GTG that
leads to dA(x, y) = ||Gx−Gy||22 (where ||·|| is the L2 norm).
Hence, the idea behind learning the metric can be considered
as the learning of global linear transformation. The idea be-
hind learning Mahalanobis metric was proposed by Xing et.
al. in [27]. Here, the desired metric should give minimum
squared distance for the pairs (xi, xj) ∈ S (where S is a set
of similar pairs) with constraint

∑
(xi,xj)∈D dA(xi, xj) ≥ 1,

where D is set of dissimilar pairs. Here, the objective function
is given by [27]:

arg min
A

∑
(xi,xj)∈S

||xi − xj ||2A, (2)

subject to
∑

(xi,xj)∈D

||xi − xj ||2A ≥ 1, A � 0. (3)

The above mentioned objective function is linear and both the
constraints are convex and hence, the convex optimization al-
gorithms can be applied to get global optimal solution. In
particular, the gradient descent and the idea of iterative pro-
jections can be used to solve the above mentioned convex op-
timization problem [27]. Weinberger et. al. proposed the
LMNN technique that uses the relative distance constraints,
which is one of the most popular and state-of-the-art metric
learning technique in the literature [19, 20]. The main aim
of LMNN technique is that the given feature should have the
same label as its neighbors, while the features that are having
different labels should be distant apart from the given feature.
The key idea behind the LMNN is illustrated in Figure 2.
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Fig. 2: Schematic representation of LMNN technique (a) be-
fore and (b) after applying the LMNN technique. Adapted
from [19].

Here, the target neighbors refer to the features that have
similar label and impostor is also the neighbor feature vec-
tor. However, it is having different label. The goal of LMNN
technique is to minimize the number of impostors via relative
distance constraint. The objective function is given by [19] :

arg min
A�0

∑
(i,j)∈S

dA(xi, xj)

+λ
∑

(i,j,k)∈R

[1 + dA(xi, xj)− dA(xi, xk)],
(4)

where R is the set of all triplets (i, j, k) such that xi and xj
are the target neighbors and xk is the impostor.

In this paper, we have used TIMIT (American English)
database for estimating the learned metric as the manual
phone-annotations are available, which is obtained from the
highly trained human annotators [28]. We used the full phone
set label. We randomly selected a small subset of the database
to learn the metric using LMNN technique. We extracted 25-
D Mel Cepstral Coefficients (MCC) per frame (with 25 ms
frame duration, and 5 ms frameshift). In this paper, we glob-
ally learn the metric for the spectral features and use this
learned metric for calculating NN feature pairs. We consid-
ered three possible approaches to use the learned metric in the
INCA. Schematic representations of the various approaches
are given in Figure 3. Proposed system A uses the learned
metric in each iteration of the baseline INCA as shown in
Figure 3 (a) and (b). On the other hand, the proposed system
C uses the learned metric only at the iteration I in the INCA
as shown in Figure 3 (c). Proposed system B first applies the
global transformation that is learned via metric learning to
the spectral features obtained from both the speakers and then
the baseline INCA is applied to the transformed features.

3. EXPERIMENTAL RESULTS

We have used CMU-ARCTIC database due to the availability
of the phone annotations that is obtained using speaker-
dependent hidden Markov model (HMM) trained over 1132
utterances [23]. Here, we converted the reference phone-
annotations to the frame-level labeling. In this paper, 40
non-parallel utterances from each speaker-pair have been

used to develop VC system using the aligned features ob-
tained via the baseline and proposed techniques. The state-
of-the-art methods, namely, Joint Density Gaussian Mix-
ture Model (JDGMM)-based VC has been selected among
the available various VC techniques [29]. The JDGMM-
based method is selected since it uses conditional expecta-
tion, which is the best minimum mean square error (MMSE)
estimator [30]. Hence, it leads to the minimum error be-
tween converted and the target spectral features. 25D MCC
and 1-D F0 per frame (with 25 ms frame duration, and 5
ms frameshift) have been extracted using AHOCODER. The
number of mixture components has been varied, for exam-
ple, m=8,16, 32, 64, and 128. The system having optimum
Mel Cepstral Distortion (MCD), is selected for the subjective
evaluation. Here, Mean-Variance (MV) transformation has
been used for F0 conversion [31].

(a) Baseline System

(b) Proposed System A

(c) Proposed System C
Fig. 3: Schematic representation of (a) baseline, (b) proposed
system A, and (c) proposed system C. Proposed system B is
not shown here, since it applies the baseline technique to the
transformed features obtained via the LM, and hence, similar
to (a). EUCL: Euclidean metric, LM: Learned metric.

3.1. Analysis of Phonetic Accuracies

In the context of VC, if the aligned pair contains features from
the same phoneme then it is considered as hit and if not then
false. From this, Phonetic Accuracy (PA) is defined as [13]:

PA (in %) =
Total no. of Hits

Total no. of Frames
× 100, (5)
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Total no. of Frames = Total no. of Hits + Total no. of Falses.

Fig. 4: PA of different initialization techniques for non-
parallel VC systems.

Fig. 4 shows the accuracy of alignment obtained using
three proposed techniques. It is observed that there is on an
average 0.71 % relative reduction and 0.07 % relative im-
provement (in the PA) w.r.t. the baseline using the proposed
method A and B, respectively. It is possibly due to fact that
this metric is globally learned for entire TIMIT. The broad
phonetic classes, such as vowel, stops, fricatives, nasal, etc.
will behave very much differently in acoustic space due to
the different manner of articulation required to produce these
sounds [24]. Since the metric is learned for the true acoustic
features and not for the intermediate converted acoustic fea-
tures, we propose technique C, which is performing consis-
tently better (with on an average 7.93 % relative improvement
in PA) than the INCA.

3.2. Subjective and Objective Evaluations

Mean Opinion Score (MOS) and ABX tests have been per-
formed for measuring speech quality, and speaker similarity
(SS) of the converted voices, respectively. Both the subjective
tests are taken from the 16 subjects (5 females and 11 males
with no known hearing impairments and with the age varia-
tions between 18 to 29 years) from the total of 288 samples.
The result of 5-point (1 (very bad) to 5 (very good)) MOS test
are shown in Table 1 along with the 95 % confidence inter-
vals. It can be seen from Table 1 that the proposed system C
is more preferred than the baseline in terms of speech quality
(i.e., naturalness) for the VC (except in the case of F-M).

Table 1: MOS analysis for the naturalness of converted
voices. Number in the bracket indicates a margin of error
corresponding to the 95 % confidence intervals for VC sys-
tems

M-M M-F F-M F-F

Baseline 3.06
(0.27)

2.41
(0.29)

2.66
(0.28)

3.5
(0.26)

Proposed System C 3.31
(0.29)

2.81
(0.22)

2.53
(0.21)

3.5
(0.25)

In ABX test for SS, the listeners were asked to select from

the randomly played A and B samples (generated with the
baseline and the proposed system C) based on the SS with
reference to the actual target speaker’s speech signal X. Eight
samples for ABX test were taken from both the approaches.
All the subjects have given equal preference to both the sys-
tems. This result indicates that accurate alignment may not
lead to the better converted voice in terms of SS. However, it
will lead to the better speech quality of converted voice.

Table 2: MCD analysis. Number in bracket indicates the mar-
gin of error corresponding to the 95 % confidence intervals

M-M M-F F-M F-F

Baseline 6.53
(0.34)

6.95
(1)

8.02
(1.29)

6.06
(0.93)

Proposed System C 6.41
(0.09)

6.76
(0.26)

7.85
(0.34)

6.02
(0.24)

The traditional Mel Cepstral Distortion (MCD) is used
here [31]. It can be seen from Table 2 that our proposed sys-
tem C is performing better than the baseline in all the cases.
Table 3 presents the analysis of Pearson Correlation Coeffi-
cient (PCC) of PA and MCD with the MOS and the SS. It is
clear from the Table 3 that the PCC between PA and MOS
is 0.96, i.e., PA is having more correlation with the MOS.
This clearly indicates that better alignment will lead to better
speech quality. On the other hand, PCC between PA and SS is
less compared to the PCC between PA and MOS. For the case
of MCD, PCC ideally should be -1 since lesser value of MCD
means that the system is performing better than the given sys-
tems (that are having higher values of MCD). It is clearly seen
that the traditional MCD is not correlating well with the MOS
and the SS. Less correlation between MCD and the subjective
scores have also been reported in the VC literature [32].
Table 3: PCC of % PA and MCD with the subjective score

PCC MOS SS
PA 0.96 0.37

MCD -0.3 0.10

4. SUMMARY AND CONCLUSIONS

In this study, we proposed to exploit metric learning technique
for finding NN in the INCA than state-of-the-art Euclidean
distance. Furthermore, we also proposed to use our learned
metric only for the initial iteration of INCA since the metric
is learned for the actual acoustic features. Therefore, during
other iterations in the INCA, intermediate converted features
may not represent the true acoustic features. We compare our
proposed system C with the baseline INCA and found that
our proposed system performs better (in terms of PA) than
the baseline INCA. Moreover, subjective as well as objective
evaluations also confirm that the proposed system C performs
better w.r.t. the baseline system. In particular, improvement
(in terms of PA) obtained due to system C is clearly reflected
in the MOS scores with the PCC of 0.96. In the future, we
plan to apply local learning of the metric in order to capture
local metric for each broad phonetic classes.
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