EXACTLY DECODING A VECTOR THROUGH RELU ACTIVATION

Samet Oymak and M. Salman Asif

Department of Electrical and Computer Engineering
University of California, Riverside

ABSTRACT

We consider learning a d-dimensional parameter w through
nonlinear input/output relation governed by ReLU activation.
We study a supervised learning setup in which we want to
decode w from input/output pairs (x,y). We consider an
additive model with nonlinear ReLU activation that can be
represented as y = Y7, ReLU(w[k] + x[k]). Such a model
appears in representation learning and recommendation sys-
tems where w corresponds to an unknown embedding of a
user or item and the x correspond to embedding of known
probe vectors. In this paper, we show that a gradient descent
algorithm linearly converges with O(d) samples and quickly
finds the true parameter w under mild assumptions. Our as-
sumptions are in terms of the input distribution that captures
the fundamentals of the problems. We also demonstrate the
performance of our algorithm with numerical simulations.

1. INTRODUCTION

In this paper we study a problem of recovering a d-dimensional
parameter from its nonlinear measurements. We consider a
single layer neural network that maps vector inputs to scalar
outputs by first applying a linear weight matrix to each input,
followed by a rectified linear unit (ReLU) activation and a
summation (pooling operation). In particular, we want to re-
cover a signal w* from input/output pairs {x;, y; }1,, where
each y; can be represented as a function of x; + w*. Such
additive models often appear in representation learning and
recommendation systems [1-4], where w™ represents a hidden
information about some item or user and x; represent fea-
tures related to users actions (e.g. features of movies watches)
that can help infer w*. In practice, denoting user and video
representation by w and v;, and the input layer of the neural
recommendation model by M = [M,, M, ], w* and x; corre-
sponds to the features at the end of the first layer obtained via

u
w* +x; = [M, M,] . Later, these features are passed
v;

through activations and other layers. An illustration of the
encoding model is depicted in Fig. 1.

This paper studies the additive learning problem (1) and
provides non-asymptotic algorithmic guarantees for ReLU
activation. We show that, nonlinearities actually facilitate
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Fig. 1: Block diagram of the encoding model in which an unknown feature
vector is mapped to a scalar output of a single-layer neural network. Assume
that the unknown feature vector is combined with a known probe signal
using an invertible linear function. The output of the linear function can be
represented as w + x;, where w is an unknown signal that depends on the
hidden feature vector and x; is a known signal that depends on the probe
signals. w + X; passes through a ReLU activation function, and we observe
sum of all the positive entries in w + x; as y; = 17 max (0, w + x;). Our
goal is to recover w from minimum possible samples in a computationally
efficient manner. Our main result shows that with O(d) samples and using a
centered gradient descent method, we can linearly converge to the true w.

learning and gradient descent quickly and globally converges
to the ground truth representation w™ is possible. This is in
contrast with related works on shallow fully-connected neural
networks where gradient descent can get stuck on local minima
and convergence rate suffers from growing number of hidden
units even with good initialization [5, 6]. Furthermore, the
sample complexity of gradient descent is near minimal, namely

n>0(d).

Our second contribution is characterizing the problem pa-
rameters that enables convergence. The existing literature
mostly focuses on Gaussian or separable data [5,7,8]. We
show convergence results for arbitrary distributions (e.g. heavy
tailed). In particular, convergence properties are in terms of
the tail probabilities.

Finally, we introduce a variation of gradient descent algo-
rithm that drastically speeds up the convergence compared to
vanilla GD. This speed up occurs due to a centering trick that
removes the impact of expectation from the system. This strat-
egy was inspired from the label debiasing argument utilized
in the recent work [8]. It can also be seen in similar spirit to
techniques such as batch normalization that attempts to whiten
the features. We demonstrate the benefit of this numerically.
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1.1. Related Work

There is a growing literature on the theoretical aspects of
deep learning and provable algorithms for training neural net-
works. Most of the existing results are concerned with feed-
forward networks [5,9-17]. [9, 14-16] consider learning fully-
connected shallow networks with gradient descent. [8, 10, 13]
address convolutional neural networks; which is an efficient
weight-sharing architecture. [7, 18] studies over-parameterized
networks when data is linearly separable. [8, 14] utilize ten-
sor decomposition techniques for learning feedforward neural
nets. [11, 19] study signal recovery from ReLU activation for
related linear models.

2. PROBLEM STATEMENT

Let ¢ be the ReLU nonlinearity ¢(a) = max{0,a}. Given a
latent parameter w* € R? and input data x € R%, we define the
following additive nonlinearity f defined as

d
fx;w*) = Z o(w*[k] +x[k]) = ngZ)(w* +x), (1)
k=1

where w*[k], x[ k] represent kth entry in vectors w*, x. Note
that output is obtained by entrywise interactions with input
data and ReL.U activation. These interactions are entangled
as we sum over them. Our goal will be understanding the
optimization landscape of this function; which is connected to
representation learning. To do this, we consider a dataset of n
samples (x;, ;) and assume that, the latent parameter w* is
responsible for the labels i.e. the labels satisfy y; = f(x;; w™*)
forall 1 <7< n.

To learn latent parameter w*, we will study a quadratic
loss function over our dataset and consider empirical risk min-
imization problem. Given a vector w € RY, this loss is given
by

£w) = 5 32~ Fxiw)) @

This loss will be minimized using first order methods, such
as, gradient descent (GD). The next section describes our
approach to this problem.

2.1. Algorithm

Our algorithm is a novel variant of GD that includes projection
and centering. Typically, we can run the GD iterations

w=w - pvL(w). 3)

Empirically, as discussed in Section 4, we observed that GD
does not converge quickly. To address this, we apply two
modifications. First observe that labels have positive mean
because ReLU output is always positive. In practice, this bias
slows down the convergence rate. To speed it up, we study the
centered gradient descent where we center residuals with the

empirical average 7(w) = % Y (f (x4;w) - y;). With this,
the centered gradient for our loss is given by

VE(w) - 1 3 (Fxaw) —y = r(w)i(w e x). @

Here, 1 is the entrywise step function that corresponds to
ReLU derivative. 1(z) = 1 if z > 0 and 0 if = < 0. Secondly,
we assume entries of w™* are bounded by a quantity ©. This as-
sumption is necessary for learning if data has bounded entries
as well. We utilize this information by projecting our solution
to the set Co = {w € R? | [w] o < ©}. Combining these two
modifications, given current estimate w, the next iterate of our
algorithm is given by

W = Peg (w - nVL(w)),

where Pc,, is the projection operator that clips the entries of
a vector that are outside of +O interval. To state our techni-
cal result, we need the following quantities that capture the
distribution of the data.

Definition 2.1 (Critical quantities) Let X be a random vari-
able with finite first moment (i.e. E|X| < 00) and let > 0 be a
scalar. Define 0-tail functions T and S as

T(0)=P(X 20)P(X <-0),
S(0) = |SI\IP;P(X >7)P(X <—).

Observe that T (6) < S(0) <1/4.

Observe that, if X has a continuous distribution, as © gets
smaller, both of these quantities converge to P(X > 0)P(X <
0). If the probability density function fx is bounded, (i.e. sat-
isfies fx (t) < B), we have that 7(0) > 7(0) - ©B. .We also
always have 7 (0) < §(©) which can be upper bounded in
a similar fashion. In summary, these are fairly manageable
quantities which will govern our main result.

3. MAIN RESULT

The following theorem is our main result on iterative conver-
gence of the proposed algorithm.

Theorem 3.1 Suppose X is a random variable with finite
first moment. Let (x;)I~, be independent vectors with i.i.d.
entries distributed with X. Let K be an integer and suppose
n = Kn where n > O(dlogn/T(©)?). Suppose labels satisfy
yi = f(x;;w*). Pick a learning rate p = 92;(@@))2 Split n
datapoints into K batches of equal size. Let L; be the loss
function corresponding to the ith batch. Starting from an

initial point wy, consider the iterations

Wry1 = PC@ (wT - ,uvﬁT(wT))
With probability 1 - 2dKn~1°, forall K > 1 >0,

* |2 T(@) 2\’ * 12
|wr —w[g, 3(1—(38(@)) ) |wo —w™[7,.
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This result implies that, as long as the data distribution X is
rich enough (i.e. large tails), gradient descent can exactly de-
code the latent vector with linear rate of convergence. Unlike
existing literature; which mostly focuses on normal distribu-
tion, our results apply to any distribution. In fact, perhaps
counterintuitively, as the tail of the distribution becomes larger,
convergence is faster! Also, note that, for constant K, our the-
orem needs only O(dlogn) samples; which is proportional
to the parameter dimension, hence we achieve near-optimal
sample complexity.

To prove this result, we first characterize the improve-
ment due to a single data batch i.e. a single gradient iteration.
We then apply this result K times and use a union bound to
conclude. We use mini-batches due to technicalities (i.e. de-
pendence of the iterates); however since we achieve linear rate
of convergence, we need only K = O(log(1/¢)) to achieve &
accuracy. We also remark that setting S(©) < 1/4, the con-
vergence rate can be simplified to 1 — 167 (©)?/9. In the next
section, we discuss the critical ideas in our proof strategy.

3.1. Approach

A standard idea for gradient descent analysis is ensuring gra-
dient has a large component in the direction of the parameter
error w — w* i.e. strong convexity. The following lemma
highlights this.

Lemma 3.2 Given vectors w,w” € Cg and scalars 3 > a > 0,
suppose

s (w-w)TVL(w) > a|w-w|?
o« [VL(w)|2 < Blw - w* |,

W = Peg (w — uVL(w)). Then, setting learning rate [ =
a/B? w obeys || - w* ||y, < |w - w* Hi(l -a?/B?).

The centering trick plays a critical role in our fast convergence
result. Given a random variable X, define debiasing opera-
tor as zm(X) = X — E[X]. Suppose (x;,y;) ~ (x,y) are
i.i.d. samples where y = f(x;w™). Observe that E[7(w)] =
E[f(x;w) — y] hence, we have that

E[VL(w)] = E[(f(x;w) -y - 7(w))1(w +x)]
= E[zm(f(x;w) - y)1(w + x) ] - E[zm(7(w)) 1 (w +x)]
=(1-1/n) E[zm(f(x;w) - y)1(w +x)]. Q)
With this, we decompose the centered gradient into an expec-

tation term and two additional zero-mean terms via Vﬁ(w) =
E[VL(w)]+n (VL (w) + VL2 (w)). The latter terms are

VL1 (w) = 3 mm(am(f(xiw) - y)L(w +x.))  (6)

i=1

VLo(w) = am(zm(F(w)) 3 1(w + x;)) ™
i=1

The challenge in the analysis is two-folds. First, we need to
understand, how beneficial is the expectation. This character-
izes the convergence rate if we had access to infinite amount
of data. Secondly, we shall view VL, (w), VLa(w) as noise
and argue that, for sufficiently large n (i.e. n 2 dlogn), their
affect on the convergence will be small with high probability.
This two-fold analysis is typical in empirical risk minimization
problems [11,12,20]. In our case, it is rather straightforward
to argue that VLo (w) term is small.

Population landscape: The next lemma is one of our key
observations to analyze E[V£(w)] term.

Lemma 3.3 (Significant correlation) Ler X be a random
variable with E | X| < co. Given a,b € R satisfying © > |al,|b| >
0. Set ®x(a,b) =Ex[zm(d(a+ X) - d(b+ X))1(a+ X)].
We have that

la - b|S(©) > sgn(a—-b)Px(a,b) >|a-b|T(O).

This shows that, if the randomness (i.e. diversity) in data is
strong enough, ¢(a + X) — ¢(b+ X) will behave like a — b
in average, up to some constants S(0), 7 (0). Recalling the
form of the gradient (5) and applying Lemma 3.3 entrywise on
E[VL(w)], we show below that gradient and residual w —w*
is highly correlated in expectation. captures the impact of the
expectation term E[V L (w)]

Corollary 3.4 (Expected strong convexity) Suppose w,w” €
Co. Generate independent vectors {x;}}, € R? with i.i.d.
entries distributed as random variable X. Then

(w-w") E[VL(w)] 2 (1 -1/n)|w - w"[7,7(6).
E[VL(w)]le, < (1-1/n)S(0)|w ~we,.

Finite sample analysis: Results so far, guarantees fast con-
vergence with infinite data, by applying Lemma 3.2. The
remaining task is obtaining finite sample complexity, which
will be achieved by proving V.£; (w) is small. This is achieved
by utilizing ideas from non-asymptotic statistics literature [21].
The main idea is that V.£1(w) is sum of n i.i.d. terms; hence,
the variance of its entries should grow as n and its /5 norm
should grow as v/nd. To obtain such bounds in probability, we
prove that each summand is a subexponential vector (see Def.
5.13 of [21]) and obtain the following ¢> concentration bound.

Furthermore,

Lemma 3.5 (Subexponential gradient) Consider the setup
in Lemma 3.2 Define per-sample gradient noise h(x) as

h(x) = zm(zm(f (x; w) - f(x;w"))1(w +x)).

Then subexponential norm of h(x) is at most O(||w — w* |, ).
Furthermore, with probability 1 — exp(—cd), the total noise
VL (w) = Y7, zm(h(x;)) satisfies

[7lle, < O(w - w”[[e, Vdn).

Finally, since V£(w) contains n~' VL (w), it means the
noise we suffer grows as \/d/n|w — w* |, i.e. and no longer
hurts the convergence rate in the regime n 2 d!
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4. NUMERICAL EXPERIMENTS

To demonstrate the empirical performance of our proposed
method, we performed a number of numerical simulations.
In all our experiments, we selected the true parameter w* €
R as a random vector whose entries are independently and
uniformly in interval [~1,1]. We selected each x; € R? as a
vector whose entries follow i.i.d. Gaussian distribution with
zero mean and variance 0. We evaluated the performance
of our recovery algorithm in terms of the values of the loss
function in (2) and the relative recovery error after a fixed
number of iterations. We define the relative recovery error as

b — w2
CHERE ®)

2
where w denotes the reconstructed values of the parameters.
Our main simulation results are presented in Fig. 2 and Fig. 3.

relative recovery error =

In our first experiment, we examine the performance of
our algorithm for different number of samples. The results are
summarized in Fig. 2, where we performed recovery experi-
ments for different values of d, n, and o and plotted average
of the relative recovery error over 10 independent trials of
each experiment. We report results for d = 50, 100, 200, 500
over different values of n/d in Fig. 2. As we can observe in
Fig. 2(a)—(b) that for n/d > 2, signal recovery is almost always
perfect. This observation matches our analysis that suggests
n 2 d samples are sufficient for signal recovery. We also
observed that increasing the strength of x; (by changing o)
does not affect the performance of the algorithm. In all these
experiments, we fixed the maximum number of iterations to
1000.

In our second experiment, we compared the performance
of centered gradient descent (described in (4)) with standard
gradient descent for a fixed step size. The results are presented
in Fig. 3, where we plot the values of loss function and relative
recovery error at every iteration of both algorithms, averaged
over 10 independent trials. The red (solid) curves represent
results for centered gradient descent and blue (dashed) curves
represent results for standard gradient descent. The shaded
regions indicate standard deviation of the results over 10 trials.
We present experiments for d = 100, = 200 in Fig. 3(a) and
d =500,n = 1000 in Fig. 3(b). Note that the x-axis (number of
iterations) is plotted on a log scale for presentation. We observe
that centered gradient descent converges to the true solution in
nearly 100 iterations for both cases, whereas standard gradient
descent takes much longer to converge. In all our experiments,
we selected maximum possible step size (learning rate) u for
standard gradient descent, and multiplied by a large constant
to select the step size for the centered gradient descent. Both
algorithms use a fixed step size at every iteration. As noted in
Sec. 2.1, the positive bias in standard gradient descent slows
down its convergence rate, while the centered gradient descent
does not suffer from the bias problem.

-
S
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average recovery error
3
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n/d n/d

@o=1 (b)o =10

Fig. 2: Performance of recovery algorithm for different values of n/d. We
showed that n 2 d samples would be sufficient for exact signal recovery. We
observe that we get perfect recovery for n/d > 2. (a) and (b) compare the
performance for different values of o (strength of the probe signals), but the
results look almost the same. Every point on these plots represents average
relative recovery error over 10 independent trials.
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Fig. 3: Signal recovery error for ¢ = 5, bounded signal, and ReLU activation.
The solid red curves plot average loss function while using mean-centered
gradient descent as defined in (4). The dashed blue curves plot average loss
function for standard gradient descent (without mean subtraction) with fixed
step size. The shaded error bars in both plots indicate the standard deviation
in the results over 10 trials. In all these experiments we selected the step size
1 that provides fastest convergences for the standard gradient descent method.
‘We provided a constant multiple of 4 to our proposed gradient descent method.
The x-axis shows number of iterations on a logarithmic scale.

5. CONCLUSIONS

We presented an algorithm for exact recovery of a vector from
its nonlinear measurements through a ReLLU activation func-
tion. We used an additive model for the measurements, which
appears in representation learning and recommendation sys-
tems and showed that the unknown signal can be recovered
exactly from O(d) samples. We also showed that by removing
the mean of the residual from the gradient, we can minimize
the loss function and converge to the true solution linearly.
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