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ABSTRACT

Despite a great success in learning representation for image
data, it is challenging to learn the stochastic latent features
from natural language based on variational inference. The
difficulty in stochastic sequential learning is due to the pos-
terior collapse caused by an autoregressive decoder which is
prone to be too strong to learn sufficient latent information
during optimization. To compensate this weakness in learn-
ing procedure, a sophisticated latent structure is required to
assure good convergence so that random features are suffi-
ciently captured for sequential decoding. This study presents
a new variational recurrent autoencoder (VRAE) for sequence
reconstruction. There are two complementary encoders con-
sisting of a long short-term memory (LSTM) and a pyramid
bidirectional LSTM which are merged to discover the global
and local dependencies in a hierarchical latent variable model,
respectively. Experiments on Penn Treebank and Yelp 2013
demonstrate that the proposed hierarchical VRAE is able to
learn the complementary representation as well as tackle the
posterior collapse in stochastic sequential learning. The per-
formance of recurrent autoencoder is substantially improved
in terms of perplexity.

Index Terms— Sequence generation, recurrent neural
network, variational autoencoder, hierarchical model

1. INTRODUCTION

In recent years, deep generative models offering the promis-
ing performance for generation of realistic data from unla-
beled data have been rapidly developing for different types
of technical data including image [1], speech [2, 3] and text
[4, 5]. The emerging approaches, including variational au-
toencoder (VAE) [6], generative adversarial network [7] and
autoregressive neural network [8], have achieved remarkable
performance in many real-world applications [9]. One of the
most successful solutions is the latent variable model based on
VAE, which is a stochastic variant of autoencoder (AE) con-
sisting of an encoder as the inference model and a decoder
as the generative model. The encoder compresses the input
data into a latent representation while the decoder generates
synthesized samples from the latent space. The encoder and
decoder parameters are jointly learned by maximizing a vari-
ational lower bound of log likelihood of training data. De-

spite a great success, a crucial issue in VAE is the difficulty
in learning the complicated latent structure especially in pres-
ence of a large-scale set of images or with the highly struc-
tured sequential data. Given the abundant natural images for
training, VAE tends to generate the blurry images in predic-
tion. In addition, VAE in sequence generation is composed of
two recurrent neural networks (RNNs) for both encoder and
decoder. In practice, the RNN decoder is trained by teacher
forcing where the model receives the ground truth output as
input at next time during training. However, this leads to
an issue in training phase where a latent loss function as a
Kullback-Leibler (KL) divergence vanishes so that the latent
variables are not really modeled. This problem is known as
the posterior collapse [10] which widely exists in the stochas-
tic RNN [11, 12, 13, 14, 15] where additional latent variables
are introduced to represent the hidden states of RNN. In this
situation, VAE is specialized as an autoregressive generative
model which could not truly learn a stochastic representation.
To tackle this issue, one solution [16, 17] was to weaken the
capacity of decoder so as to encourage the utilization of latent
variables in training procedure. Another solution [10, 18, 19]
was to replace the simple Gaussian prior with a sophisticated
prior for latent features. In [20], a stochastic variational in-
ference was run to iteratively refine variational parameters. In
[21], the skip connections were employed to enforce different
dependencies between latent variables and observations.

In contrast to the approach which weakens the decoder,
we propose a hierarchical latent variable model for stochas-
tic sequential learning. To cope with the issue of posterior
collapse in sequence generation, we strengthen the capability
of an encoder by using two different networks which capture
the complementary latent representations based on long short-
term memory (LSTM) and pyramid bidirectional LSTM. The
global and local dependencies in latent structure are charac-
terized by a sophisticated model and sufficiently learned in
stochastic generation of sequence data. A set of experiments
are reported to illustrate the merit of this hierarchical model.

2. BACKGROUND SURVEY

Variational autoencoder (VAE) [6] was proposed to estimate
the distribution of latent variable z and use this information
to reconstruct original input signal x. This generative model
makes it possible to produce the synthesized signals and an-

3202978-1-5386-4658-8/18/$31.00 ©2019 IEEE ICASSP 2019



alyze the statistics of latent information in neural networks.
The graphical model of VAE is depicted by Figure 1(a) which
consists of an inference model for encoding and a generative
model for decoding. The encoder qφ(z|x) with parameter φ
and decoder pθ(x|z) with parameter θ are learned by maxi-
mizing a variational lower bound of log likelihood [22]

L(x;θ,φ) = Eqφ(z|x) [log pθ(x|z)]−DKL(qφ(z|x)‖p(z))
(1)

where the first term reflects the negative reconstruction error
due to decoder pθ(x|z) by using the samples z from encoder
qφ(z|x) and the second term is a KL divergence to regularize
the variational distribution to match with a standard Gaussian
prior p(z) = N (0, I) where I is an identity matrix.
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Fig. 1: Graphical representation for (a) VAE and (b) Hierar-
chical VRAE. Solid lines denote the generative model (de-
coder) pθ(x|z) or pθ(x|zg, zl). Dash lines denote the infer-
ence model (encoder) qφ(z|x) or qφ(zl|x, zg)qφ(zg|x).

On the other hand, the RNN-based VAE was proposed
to implement the variational recurrent autoenocder (VRAE)
for stochastic representation of music and text [23, 24]. This
model was composed of two RNNs for both encoder and de-
coder for reconstruction of a sequence data as depicted in Fig-
ure 2. The encoder (green) infers the parameter φ of a distri-
bution qφ(z|x) over latent variable z using an input sequence
x = {xt} with length T which is a function of final hid-
den state hT . The decoder (blue) pθ(x|z) uses the latent vec-
tor z sampled from qφ(z|x) to set the deterministic state ht
at each time t and accordingly produces the output sequence
y = {yt}Tt=1 for reconstruction of input sequence x.

3. VARIATIONAL AND HIERARCHICAL MODEL

VRAE suffers from the problem of posterior collapse in
stochastic sequential learning where the KL term in varia-
tional lower bound tends to be vanished, qφ(z|x) ≈ p(z), due
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Fig. 2: Illustration for variational recurrent autoencoder.

to an autoregressive decoder for sequence generation. La-
tent variable z is then ignored so that the learning procedure
likely goes to local optimum. To prevent the vanishing KL
divergence, we strengthen the encoder instead of weakening
the decoder as performed in [16, 17] and propose the hierar-
chical latent variable model with two complementary latent
variables {zg, zl} which characterize the global and local de-
pendencies of input sequence data z. Physical attributes are
interpretable to fulfill a hierarchical VRAE where the graph-
ical representation is depicted in Figure 1(b). First of all, the
pyramid bidirectional long short-term memory (BLSTM) is
introduced to carry out the variational and hierarchical model.

3.1. Pyramid bidirectional long short-term memory

The pyramid BLSTM (pBLSTM) [25] was proposed to re-
duce the time resolution as well as capture the complicated
features h in latent space by using BLSTMs with a pyramid
structure. A reduced length is resulted in hidden vector hn
from the original length T of input signal xt via a hierarchy
of BLSTMs. Using this pBLSTM, the hidden vector at time
step n from layer l is computed by concatenating the outputs
at consecutive steps with BLSTM at layer l − 1 and feeding
them together into BLSTM at layer l at time step n − 1 as
expressed by

h(l)
n = pBLSTM(h

(l)
n−1, [h

(l−1)
2n ,h

(l−1)
2n+1]) (2)

where the time resolution is reduced by a layer with factor 2.
Local dependency in input sequence x can be captured.

3.2. Architecture and optimization

This study presents a hierarchical latent variable model for
variational recurrent autoencoder (hereafter called the hier-
archical VRAE) where the posterior collapse is handled for
stochastic sequential learning. Figure 3 depicts the architec-
ture of the proposed hierarchical VRAE. Each input sequence
x = {xt}Tt=1 is reconstructed by using one global latent vari-
able zg and one local latent variable zl from encoders (green).
The marginal likelihood of sequence data x is yielded by

p(x) =

∫
zg

∫
zl

pθ(x|zg, zl)p(zg)p(zl)dzldzg. (3)

Green and blue boxes mean the LSTM units. For model
inference, we first assume Gaussian latent variables similar
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Fig. 3: Illustration for hierarchical VRAE. Input sequence
{x1, . . . ,xT } is attended two times to find {zg, zl}.

to VAE. The likelihood function is expressed by a decoder
(blue) or a generative model conditional on two latent vari-
ables

pθ(x|zg, zl) = N (µx, diag(σ2
x)) (4)

based on the outputs of a neural network f dec
θ (·) which

computes the means and variances of a diagonal Gaussian
by [µx,σ

2
x] = f dec

θ (zg, zl). The zero-mean-unit-variance
Gaussian is assumed as the prior for both latent variables
p(zg) = p(zl) = N (0, I). Since the true posterior dis-
tribution with latent variables p(zg, zl|x) is intractable, the
encoder or inference model qφ(zg, zl|x) is introduced to
approximate p(zg, zl|x) in variational inference. The varia-
tional posterior is expressed by

qφ(zg, zl|x) = qφ(zl|zg,x)qφ(zg|x) (5)

where qφ(zl|zg,x) = N (µzl
, diag(σ2

zl
)) and qφ(zg|x) =

N (µzg , diag(σ2
zg )) are formed by using the Gaussian param-

eters which are calculated by neural networks [µzl
,σ2

zl
] =

f enc
φl

(x, zg) and [µzg ,σ
2
zg ] = f enc

φg
(x). The global depen-

dency in x is characterized by the encoder qφ(zg|x) using a
one-layer LSTM [24]. Latent variable zg is sampled from the
Gaussian distribution with the parameters calculated from the
final hidden state hT of LSTM based on a fully-connected
neural network f enc

φg
. It is noted that we strengthen the en-

coder network by incorporating a complementary latent code
zl which characterizes the local dependency of x by using
a three-layer pyramid bidirectional LSTM. The inputs of
pBLSTM are formed by concatenating time signal xt with
global variable zg . This pBLSTM is seen as the second en-
coder qφ(zl|zg,x) to infer the hierarchical and local features
zl. The latent Gaussian parameters are obtained by feeding
the outputs of pBLSTM into a fully-connected network f enc

φl
.

The variational lower bound of the proposed hierarchical
VRAE can be derived from Eq. (3) to find

log p(x)

≥
∫ ∫

qφ(zg, zl|x) log
(
pθ(x|zg, zl)p(zg)p(zl)

qφ(zg, zl|x)

)
dzgdzl

= Eqφ(zg,zl|x)
[
log

(
pθ(x|zg, zl)p(zg)p(zl)
qφ(zl|zg,x)qφ(zg|x)

)]
= Eqφ(zg,zl|x) [log pθ(x|zg, zl)]−DKL (qφ(zg|x)||p(zg))
− Eqφ(zg|x) [DKL (qφ(zl|zg,x)||p(zl))] , L(x;θ,φ)

(6)
where the first term reflects the reconstruction error, the re-
maining two terms denote the KL divergence obtained from
latent variables {zg, zl}. The vanishing problem of KL diver-
gence is mitigated due to the additional KL term from latent
code zl learned by pBLSTM. This work adopts the stochas-
tic gradient variational Bayes estimator [6] to learn decoder θ
and encoder parameters φ by maximizing L(x;θ,φ).

3.3. Discussion and comparison

Basically, VRAE is viewed as a variational version of au-
toencoder for sequence data with two regularizations. One
is to consider the stochastic reconstruction error by integrat-
ing over the variational distribution qφ(z|x) while the other
is to impose a normalization constraint via a KL term which
encourages qφ(z|x) close to N (0, I). KL term is critical in
variational model. In early learning stage VRAE, the varia-
tional posterior qφ(z|x) conveys little information about input
signal x so that VRAE tends to learn the variational posterior
to be the prior p(z). Recent researches [24, 26, 27] illustrate
that VRAE or VAE with autoregressive decoder leads KL di-
vergence to become vanished. Latent variable z is accord-
ingly ignored and then could not bring stochastic information
in the trained model. Comparatively, the hierarchical VRAE
encodes input sequence x two times. This model likely infers
the interpretable and complementary latent variables zg and
zl which bring two KL terms in Eq. (6) to be nonzero and
therefore stimulate the stochastic and sequential learning. In
case that the posterior collapse happens to vanish KL term of
zg , our model is reduced to a standard VRAE where the effect
of zg is neglected and the objective L (x;θ,φ) is simplified
as Eqφ(zl|x) [log pθ(x|zl)]−DKL (qφ(zl|x)||pθ(zl)). Namely,
due to the incorporation of two latent variables, either zl or zg
will be sufficiently inferred. As a result, the issue of posterior
collapse is mitigated in the proposed hierarchical VRAE.

4. EXPERIMENTS

In the experiments, different methods were evaluated by us-
ing two datasets: Penn TreeBank (PTB) [28] and Yelp 2013
(Yelp) [19]. PTB was a benchmark dataset for language mod-
eling [29, 30, 31]. Yelp was a review dataset collected from
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Yelp Dataset Challenge in year 2013. The averaged length in
a sentence was 21.1 and 47.6 words and vocabulary size was
10K and 15K in PTB and Yelp datasets, respectively.

mr. wathen who says pinkerton’s had a loss of nearly $ N million in N under
american brands boasts that he’s made pinkerton ’s profitable again

mr. <unk> said he was pleased with his estimate of N N in N and N N in
N after mr. <unk>’s departure
in addition the company’s<unk> business is n’t being acquired by
<unk>’s stock market share
in the past two months mr. <unk> said he expects to report a loss of $ N million
in the first nine months of N shares of N N and a nominal N N
the dow jones industrial average fell N points to N

in when-issued trading the notes were quoted at a price to yield N N

(a) Interpolate zg and zl

mr. wathen who says pinkerton’s had a loss of nearly $ N million in N under
american brands boasts that he’s made pinkerton ’s profitable again

mr. <unk> said he was pleased with his estimate of N N in N and N N in
N after mr. <unk>’s departure
mr. <unk> said he expects the company’s earnings growth in N and
N N of its common stock outstanding
in addition to the new york stock exchange yesterday the company’s $ N
<unk> had been sold at a share up $ N million
in the past two months the company said it expects to report a loss of $ N
million or $ N a share
in the first nine months the company said it expects to report a loss of $ N
million or N cents a share

in when-issued trading the notes were quoted at a price to yield N N

(b) Interpolate zg but fix zl

Fig. 4: Linear interpolation of two sentences in top and bot-
tom rows by using their latent variables. Synthesized sen-
tences are shown in middle rows by interpolating (a) both zg
and zl and (b) only zg . <unk> means an unknown word.

4.1. Experimental setup

Three methods were implemented and evaluated for lan-
guage modeling. Baseline system was built by the LSTM
language model (denoted by RNNLM) where only a single
LSTM was applied for sentence reconstruction via predic-
tion of next word at each time step. VRAE and hierarchical
VRAE were carried out with encoder and decoder. All mod-
els adopted one-layer LSTM as both encoder and decoder
with an embedding of size 300 and hidden units of size 256.
The hierarchical VRAE additionally employed a three-layer
pBLSTM with 256 hidden units. The dimension of hidden
codes {zg, zl} was fixed as 16. The batch size of 32 was
used. All models were trained by 20 epochs. All of these
models were optimized by using Adam optimizer with initial
learning rate of 0.001 which was decreased by a factor of 2
every 2 epochs after epoch 10. There was a dropout layer
with probability 0.5 in the input-to-hidden layer in LSTM de-
coder. Gradient clipping was applied with maximum norm 5.
Following [24], the KL-cost annealing strategy was utilized.
The initial weight of KL term was set to be 0.01 and was
increased linearly to 1 over the first 10 epochs.

4.2. Experimental results

To demonstrate the latent semantics by using the hierarchi-
cal VRAE, we interpolate latent variables zg and zl of two
sentences and use them to generate a new sentence for in-
vestigation. Figure 4 shows the synthesized sentences due
to the effects of global variable zg and local variable zl.
Obviously, the global latent variable zg dominates the se-
mantics of the synthesized sentences. Next, Tables 1 and
2 compare the negative log-likelihood (NLL) and the per-
plexity (PPL) of test sentences using different models where
PTB and Yelp are examined, respectively. In this compar-
ison, we evaluate how different neural models perform for
sequence generation. RNNLM is run via a single LSTM
and does not involve stochastic learning. VRAE performs
RNN-based VAE with one LSTM for encoder and the other
LSTM for decoder. The best results or the lowest NLL and
PPL among all models are obtained by using hierarchical
VRAE. In addition to NLL and PPL, we find that larger KL
divergence produces better performance. KL values due to
zg and zl are shown. Posterior collapse less likely happen
so as to learn meaningful latent representation for predic-
tion. Hierarchical VRAE performs better than RNNLM and
VRAE for sentence generation. Source codes are accessible
at https://github.com/NCTUMLlab/

Model NLL KL (zg, zl) PPL

RNNLM 102.27 - 132.89
VRAE 101.45 4.86 127.78

Hierarchical VRAE 99.28 7.25 (4.40, 2.85) 115.17

Table 1: Comparison of different methods under PTB dataset.

Model NLL KL (zg, zl) PPL

RNNLM 196.69 - 62.91
VRAE 196.28 2.25 62.38

Hierarchical VRAE 192.25 6.44 (4.66, 1.78) 57.30

Table 2: Comparison of different methods under Yelp dataset.

5. CONCLUSION

We proposed a variational and hierarchical recurrent autoen-
coder for stochastic and sequential learning and applied it for
sentence reconstruction. This model employed a LSTM and
a pyramid bidirectional LSTM as the encoders to character-
ize global and local latent variables, respectively. Two en-
coders were merged to capture the complementary latent fea-
tures based on two passes of encoding and reasoning. Exper-
imental results show that the proposed method mitigated the
issue of posterior collapse and improved the prediction per-
formance for sentence generation in terms of perplexity. This
model learned the meaningful latent representations based on
the global and local dependencies in natural language.
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