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ABSTRACT

Generative adversarial network (GAN) is a powerful genera-
tive model. However, it suffers from two key problems which
are convergence instability and mode collapse. Recently, pro-
gressive growing of GANs for improving quality, stability
and variation (PGGAN) is proposed to better solve these two
problems. Although the performance of PGGAN is good on
these two problems, it is still not satisfied on mode collapse
problem. In this paper, we propose a new architecture based
on PGGAN called D2PGGAN to better solve the mode col-
lapse problem. The key idea consists of one generator and two
different discriminators in PGGAN. With the fact that GAN
is the analogy of a minimax game, the proposed architecture
is as follows. The generator (G) aims to produce realistic-
looking samples to fool both of two discriminators. The first
discriminator (D1) rewards high scores for samples from the
data distribution, while the second one (D2) favors samples
from the generator conversely. Specifically, a novel loss func-
tion is designed to optimize the proposed D2PGGAN. Ex-
tensive experiments on CIFAR-10 and CIFAR-100 datasets
demonstrate that the proposed method is effective and obtains
the highest inception scores compared with others state-of-
the-art GANs.

Index Terms— GAN, PGGAN, mode collapse.

1. INTRODUCTION

Generative adversarial network (GAN) [1] is one of the most
powerful generative models [2, 3] that can produce very vi-
sually appealing samples, however, it is often difficult to train
and suffers from the convergence problem [4]. Most of the re-
cent studies have been devoted to finding ways to solve con-
vergence problem, such as WGAN [5] and WGAN-GP [6].
Some of the works such as PGGAN [7] has a great success-
ful to solve this convergence problem and obtains the highest
inception scores [8] of the GAN. In addition to the training
and convergence problems, GAN also suffers from the mode
collapse problem [9]. Minibatch discrimination [8] is firstly
proposed to solve the mode collapse problem, PGGAN also
used this method, unfortunately, the performance of the PG-
GAN on mode collapse problem is still not good enough.
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Fig. 1: The overview of our proposed D2PGGAN.

Focusing on the mode collapse problem, this paper
presents a novel GAN architecture based on PGGAN called
D2PGGAN which consists of one generator (G) and two dif-
ferent discriminators (D1 and D2), inspired by D2GAN [10].
As shown in Figure 1, the discriminator D1 rewards high
scores for data that are sampled from the distribution of real
data (pdata) and gives low scores for data that are generated
from the distribution of generated samples (pG). Conversely,
the discriminator D2 is in favor of data generated from pG
and despises data sampled from pdata. In this circumstance,
D2 will balance D1. The architecture can avoid the generator
to generate the similar samples. This method will relieve
the mode collapse problem of GAN and further improve this
problem of PGGAN. In order to optimize the model, we pro-
posed a new loss function which is similar to the original
loss function of PGGAN. Experiments on CIFAR-10 [11]
and CIFAR-100 [11] fully demonstrate the effectiveness of
our method. The key contributions of this paper are the
following:

1. Further improving the mode collapse problem of PG-
GAN [7]. In our architecture, two discriminators are
used to balance the generator based on the PGGAN.
Compared to other state-of-the-art GANs [6–8, 10, 12–
17] our method can further increase the diversity of the
generated samples. The experiments on CIFAR-10 and
CIFAR-100 show that our method fixes the mode col-
lapse problem of the PGGAN.

2. Obtaining the highest inception scores on CIFAR-
10/100. Compared to other state-of-the-art GAN-
s [6–8, 10, 12–17], our method obtained the highest
inception scores on CIFAR-10 and CIFAR-100, which
means our method is effective.
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Fig. 2: The architecture and training process of our proposed D2PGGAN

2. PROPOSED METHOD

2.1. The Mode Collapse Problems of GAN

Although GAN has a significant influence, the learning goals
will lead to mode collapse, i.e., the generator generates only
a small number of training samples to fool the discriminators.
This methodology is a type of nostalgia for the estimation of
the maximum likelihood density in past Gaussian mixtures:
through the collision of changes in each component, some
permanent similarities can be obtained, and then, we store
these similarities in the dataset. However, these similarities
are useless for the density estimates that can be generated.

2.2. The architecture and training process of D2PGGAN

In this section, we will introduce the architecture of our
GAN(D2PGGAN), the architecture of the G, D1 and D2 can
be found in Fig.2. As it can be seen in Fig.2, the two discrim-
inators have the same architecture, which is because of that
two discriminators cannot both satisfy the generator if they
are different, and this will cause one of the discriminators do
not affect. The generator is an architecture which on different
spatial resolutions. Thus in order to satisfy the generator, the
architecture of the discriminators are also on the same spatial
resolutions with the generator. If D2 uses different architec-
ture as D1, D2 will have less effect so that our D2PGGAN
will obtain the lower inception scores. The architecture of
Fig.2 is combining from the architecture of D2GAN [10] and
PGGAN [7], it has the following benefits. Firstly, in the early
of training, the generation of smaller images is substantially
more stable because there are less class information and fewer
modes. Secondly, this architecture can reduce training time.
With progressively growing GANs, most of the iterations are
done at lower resolutions, and comparable result quality is
often obtained up to 2 ∼ 6 times faster, depending on the fi-
nal output resolution. Furthermore, using two discriminators
can also improve the mode collapse problem, our architecture
can train a better model of the GAN.

Fig.2 shows the training process of our method on the

CIFAR-10 dataset with unsupervised learning (no labels).
Our training starts with both the generator (G) and two dis-
criminators (D1 and D2) having a low spatial resolution of
4 × 4 pixels. Two discriminators have the same architecture
in order to both satisfy the generator. As the training ad-
vances, we incrementally add layers to G and D1(D2), thus
increasing the spatial resolution of the generated images. All
existing layers remain trainable throughout the process. Here
N × N refers to convolutional layers operating on N × N
spatial resolution, which allows stable synthesis in high reso-
lutions and also speeds up training considerably. On the right,
we show some example images generated using progressive
growing at 32× 32.

2.3. Loss Function

The loss function is one of the most important parts of the
GAN in that it can determine the performance of the GAN.
Many works which improve GAN only change the loss func-
tion to obtain the better performance. In this section, we will
introduce the loss function of our architecture as follows.

min
G

max
D1,D2

V (D1, D2, G)= E
z∼pz

[D1(G(z))]− E
x∼pdata

[D1(x)]

+gp+ E
x∼pdata

[D2(x)]− E
z∼pz

[D2(G(z))] + gp.

(1)

Similar with the PGGAN, the loss function of our archi-
tecture also use the loss function of the WGAN-GP [6],
but the gradient penalty item gp is different, in the pa-
per of WGAN-GP, gp is λ E

z∼pz

[(
∥∥∇G(z)D(G(z))

∥∥− 1)2].

But in our architecture, the gradient penalty item gp is
λ E

z∼pz

[(
∥∥∇G(z)D(G(z))

∥∥− γ)2/γ2], and γ = 750. With

the fact that the gradient penalty item gp is the γ = 1 in
WGAN-GP, it is significantly better to prefer fast transitions
(γ = 750) to minimize the ghosts. In our loss function, t-
wo discriminators all use Gradient penalty in order to better
optimize the model, in the paper of WGAN-GP, they proof
the loss function of WGAN-GP is convergent and the gp is
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Fig. 3: The results of different GANs applied to CIFAR-10 dataset (a) DCGAN-vanilla (b) D2GAN (c) PGGAN and (d) Our
GAN(D2PGGAN). It can be seen that the images generated by our GAN (D2PGGAN) are better and diversity.

not influencing the convergence of the loss function, we will
prove the loss function in Eq.(3) has the same convergence
with the loss function of WGAN-GP. The loss function of
WGAN-GP is as follow.

min
G

max
D

V (D,G) = E
z∼pz

[D(G(z))]− E
x∼pdata

[D(x)]+

λ E
z∼pz

[(
∥∥∇G(z)D(G(z))

∥∥− 1)2].

(2)

With the fact that gp is not influencing the convergence of the
loss function, we only focus on the items without gp. Accord-
ing to the induced measure theorem [18], two expectations are
equal, i.e.

E
z∼pz

[f(G(z))]= E
x∼pG

[f(x)],

where f(x) = D1(x) or f(x) = D2(x). So the objective
function of WGAN-GP can be rewritten as:

min
G

max
D

V (D,G) = E
x∼pG

[D(x)]− E
x∼pdata

[D(x)]+

λ E
x∼pG

[(‖∇xD(x)‖ − 1)2].
(3)

From the Eq.(5) it can be seen that the propose of optimizing
the loss function of WGAN-GP is to obtain pG = pdata, so
that the loss function of WGAN-GP is convergent and opti-
mizing the loss function of WGAN-GP is equal to optimize
pG = pdata. Again, according to the induced measure the-
orem [18], the loss function of our method in Eq.(3) can be
written as:

min
G

max
D1,D2

V (D1, D2, G) = E
x∼pG

[D1(x)]− E
x∼pdata

[D1(x)]

+gp+ E
x∼pdata

[D2(x)]− E
x∼pG

[D2(G(x))] + gp.

(4)

where the gp is λ E
x∼pG

[(‖∇xD(x)‖ − γ)2/γ2] and γ = 750.

From the Eq.(6) it can be seen that optimizing the loss func-
tion of our method is also equal to optimizing pG = pdata,
so that the loss function of our method is also convergent.
Because D1 and D2 will optimize G at different aspects so
that the loss function of our method will better optimize the
model.

3. EXPERIMENTS

We demonstrate the superiority of our proposed network on
two datasets (CIFAR-10 [11] and CIFAR-100 [11]) using our
proposed architecture and compare with other state-of-the-art
GANs [6–8, 10, 12–17]. A workstation with Intel i7-7700K
4.2G, 64G memory and two NVIDIA GTX1080Tis are used
for the experiments.

3.1. Evaluation with Inception Scores

Evaluating the quality of the image produced by generative
models is notoriously challenging due to the variety of prob-
ability criteria and the lack of a perceptually meaningful im-
age similarity metric [19]. Even a model can generate plau-
sible images, it is not useful if those images are visually sim-
ilar. Therefore, to quantify the performance of covering data
modes as well as producing high-quality samples, we adopt
the inception score proposed in [8], which is computed by:

exp(Ex [DKL(p(y|x) ‖ p(y)]) (5)

where p(y|x) is the conditional label distribution for im-
age x that is estimated using a pretrained inception mod-
el [20, 21], and p(y) is the marginal distribution: p(y) ≈
1/N

∑N
n=1 p(y|xn = G(zn)). This score can adequately

reflect the variety and visual quality of the images [22].

3.2. Results on CIFAR-10 Dataset

In this section, the values of the inception scores on our mod-
el and the others models are shown in Table 1, all the others
GANs are best run results. Some inception scores of the oth-
ers GANs are different from the original papers in that we use
chainer not tensorflow to obtain the inception scores. This
is because more and more work of GAN using chainer [23],
using chainer is convenient to evaluate the model. Because
GAN will obtain different results in different times, we show
the average inception scores computed from 5 times run and
the value is 8.59, this value is still higher than other GANs. To
further showing our GAN is better, the images generated on
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Fig. 4: The results of different GANs applied to CIFAR-100 dataset (a) DCGAN-vanilla (b) D2GAN (c) PGGAN (d) Our GAN
(D2PGGAN). It can be seen that the images generated by our GAN (D2PGGAN) are better and diversity.

Table 1: Inception scores on the CIFAR-10 dataset.
Method Inception scores (chainer [23])
Real data 12.00

WGAN-GP [6] 6.80
DFM [12] 7.30

Cramer GAN [13] 6.40
SN-DCGAN [14] 7.50
DRAGAN [15] 7.10

DCGAN-vanilla [16] 6.70
Minibatch discrimination [8] 7.00

BEGAN [17] 5.40
D2GAN [10] 6.76
PGGAN [7] 8.50

Our D2PGGAN (best run) 8.83
Our D2PGGAN (computed from 5 runs) 8.59

Table 2: Inception scores on the CIFAR-100 dataset.
Method Inception scores (chainer [23])
Real data 15.06

WGAN-GP [6] 6.74
DFM [12] 6.88

Cramer GAN [13] 6.32
SN-DCGAN [14] 7.34
DRAGAN [15] 6.76

DCGAN-vanilla [16] 7.04
Minibatch discrimination [8] 7.20

BEGAN [17] 6.24
D2GAN [10] 7.07
PGGAN [7] 7.73

Our D2PGGAN (best run) 8.22
Our D2PGGAN (computed from 5 runs) 8.11

CIFAR-10 can be found in Fig.3, which includes DCGAN,
Minibatch discrimination (MD), D2GAN and Our GAN, it
can be seen that the images generated by our GAN is better
and more diversity.

3.3. Results on CIFAR-100 Dataset

In this section, the results on the CIFAR-100 dataset are
shown in Table 2. There are two reasons for choosing this
dataset. The first reason is that CIFAR-100 has the same
inception model as CIFAR-10, which makes it convenient
to evaluate the model with inception scores, while the other
datasets cannot do that. The second reason is that CIFAR-
100 has more classes, which means that each class has fewer
samples to use. Using fewer samples to generate images is
also a meaningful work. The quantitative results of the incep-
tion scores are shown in Table 2 and it can be observed that

our model yields the highest inception score compared with
other state-of-the-art GANs. As the results of the CIFAR-10
dataset, all the others GANs are best-run results and obtained
by ourself. The real data on the inception scores of CIFAR-
100 is 15.06 which is much higher than that of CIFAR-10
because CIFAR-100 has more classes than CIFAR-10. Be-
cause GAN will obtain different results in different times
during training, we show the average inception scores com-
puted from 5 times run and the value is 8.11, this value is
higher than all of the other state-of-the-art GANs. In general,
the inception scores of CIFAR-100 are lower than CIFAR-
10 because fewer samples of each classes is proposed. Our
method still yields highest inception scores and this implies
its superiority.

Additionally, several samples generated by our proposed
model and the other GANs on the CIFAR-100 dataset are
shown in Fig.4 including DCGAN-vanilla [16], D2GAN [10],
PGGAN and our GAN (D2PGGAN). The objects are becom-
ing harder to recognize, but it can still be observed that our
method generates better images with higher diversity.

4. CONCLUSIONS

In this paper, we propose a new architecture based on PG-
GAN called D2PGGAN to better solve the mode collapse
problem. The key idea consists of one generator and two d-
ifferent discriminators in PGGAN. Extensive experiments on
CIFAR-10 and CIFAR-100 datasets demonstrate that the pro-
posed method is effective. In the future, we will focus on the
large-scale datasets such as ImageNet [24] to obtain a higher
value of the inception score and to train a better GAN model.
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