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ABSTRACT

In the field of maneuvering-target tracking (MTT), the tar-
gets with changeable and uncertain maneuvering movements
cannot be tracked precisely because there always exist time
delays of maneuvering model estimation with traditional MT-
T algorithms. To solve this problem, we propose a deep MTT
(DeepMTT) algorithm based on a deep neural network, which
can quickly track maneuvering targets once it has been well
trained by abundant off-line trajectory data from existent ma-
neuvering targets. To this end, we first build a Large-scale
trajectory database to offer abundant off-line trajectory data
for network training. Second, the DeepMTT algorithm is de-
veloped based on a deep neural network, which consists of
three bidirectional long short-term memory layers, a filtering
layer, a maxout layer and a linear output layer. The simula-
tion results verify that our DeepMTT algorithm outperforms
other state-of-the-art MTT algorithms.

Index Terms— Maneuvering-target tracking, bidirection-
al long short-term memory network, multiple models, trajec-
tory database

1. INTRODUCTION

Maneuvering-target tracking (MTT) is a critical issue in the
field of target tracking [1, 2]. Traditional MTT algorithm-
s [3, 4] combine multiple movement models with different
weights to estimate the maneuvering model of the target, for
improving the tracking performance. However, the maneu-
vering models are always unknown and changing in practical
MTT scenarios, e.g., in civil airport surveillance. When tradi-
tional MTT algorithms accumulate sufficient information of
target states to correctly estimate the previous maneuvering
model, the current one has changed. As shown in Figure 1,
in a 2 dimensional MTT scenario, the estimation of the accel-
eration model with the state-of-the-art MTT algorithm, i.e.,

This work was supported by NSFC under Grants 61471022, 61876013,
61573037 and 61841202, by the Fok Ying Tung Education Foundation under
Grant 151061, and by the Research Foundation of Educational Commission
of Guangxi Zhuang Autonomous Region (2018KY0322).

Mai Xu is the corresponding author of this paper.

Tracking Process

Fig. 1: Model estimation and target tracking results with the
HGMM algorithm.

HGMM algorithm [5], cannot timely catch the current model
when it changes. This time-delay issue of model estimation
causes the inaccuracy of target tracking when using tradition-
al MTT algorithms.

To solve the time-delay issue, we propose a new deep MT-
T (DeepMTT) algorithm from the data-driven perspective. In
our DeepMTT algorithm, we design a “smart” model based
on neural network, which can learn to timely and precisely
predict trajectories of maneuvering targets with different ob-
servations. Although shallow neural networks have been ap-
plied to the field of target tracking since the 1990s [6], they are
only complementary methods to provide more information in
the tracking process [7,8] and cannot solve the time-delay is-
sue in MTT.

In contrast to the shallow neural networks of [7, 8], our
DeepMTT algorithm learns the maneuvering models from ob-
servations based on a deep neural network, called DeepMTT
network, which contains a filtering layer, three bidirection-
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al long short-term memory (LSTM) [9–11] layers, a maxout
layer [12] and a linear output layer. This DeepMTT net-
work can directly estimate the trajectories of the maneuver-
ing targets with no maneuvering model estimation procedure.
Thus, the time-delay issue can be eliminated to a great extent.
To this end, we first build a LArge-Scale Trajectory (LAST)
database, which contains 10 million trajectories with the cor-
responding observations that cover normal maneuvering cases
in civil airport surveillance. Using the LAST database, we de-
sign and train a deep network with a great amount of trainable
parameters, which well fit different models of maneuvering
movements. Finally, we directly and timely track the maneu-
vering target with the well-trained DeepMTT network. The
simulation results show that our DeepMTT algorithm outper-
forms other state-of-the-art MTT algorithms. The main con-
tributions of our work are summarized as follows:

• An LAST database is built to offer sufficient training
data for tracking maneuvering targets.

• A DeepMTT network is proposed to track a maneuver-
ing target by learning from the extensive trajectory data
of the LAST database.

2. LARGE-SCALE TRAJECTORY DATABASE OF
MANEUVERING TARGET

In this paper, the LAST database is established for MTT. The
samples in our database contain the observation and ground-
truth of trajectories, which constitute the input-output pairs of
the DeepMTT network. In fact, it is difficult to obtain suf-
ficient ground-truth data of maneuvering-target trajectory in
civil airport surveillance. Instead, based on the state space
model (SSM) [3], we design a trajectory generator that can
simulate the segments of different maneuvering target trajec-
tories, which are viewed as samples in our LAST database.
Here, 10 million samples are generated by the trajectory gen-
erator to establish the LAST database, which cover all com-
mon cases of maneuvering targets in the civil airport surveil-
lance [3, 13].

Specifically, the SSM of the trajectory generator is defined
as follows:

Transition equation : xk = Fxk−1 + n, (1a)
Observation equation : zk = h(xk) +m, (1b)

where xk and zk are the target state and the correspond-
ing observation at time step k, respectively. In (1a), F
is the transition matrix, and n is the transition noise. In
(1b), h(·) is the nonlinear observation, and w is the ob-
servation noise. According to the SSM, the ground-truth
x1:K , {x1,x2, ...,xK} of trajectories is generated by (1a),
and the observations z1:K , {z1, z2, ...,zK} are generated
by (1b). In SSM, xk is defined as [dx,k, dy,k, vx,k, vy,k]T,
where [dx,k, dy,k]

T is the two-dimensional (2-D) position,

Table 1: Ranges of Maneuvering Target Trajectories

Content Ranges
Distance from radar 0.5 ∼ 20 (nautical mile)
Velocity of aircraft 0 ∼ 340 (m/s)

Maneuvering turn rate −10 ∼ 10 (◦/s)

and [vx,k, vy,k]
T is the corresponding velocity1. According

to [14], F in (1a) is defined as

F =


1 0 sτ 0
0 1 0 sτ
0 0 1 0
0 0 0 1

 (2)

for constant velocity (CV) movement, and F is defined as

F =


1 0 sin(αsτ )

α
cos(αsτ )−1

α

0 1 1−cos(αsτ )
α

sin(αsτ )
α

0 0 cos(αsτ ) − sin(αsτ )
0 0 sin(αsτ ) cos(αsτ )

 (3)

for constant turn (CT) movement. In the above equations, sτ
is the sampling interval of trajectories, which is set to be 0.1
s in our LAST database; α is the turn rate of maneuvering
target. For radar tracking, zk = [θk, rk]

T is the radar obser-
vation vector, which contains azimuth value θk and distance
value rk. In addition, h(·) of (1b) is denoted as follows:[

θk

rk

]
︸ ︷︷ ︸

zk

=

 arctan
dy,k
dx,k√

d2x,k + d2y,k

+

[
mθ

mr

]
︸ ︷︷ ︸

m

, (4)

where m = [mθ, mr]
T is the noise of observation vector,

which contains the azimuth and distance parts, i.e., mθ and
mr.

Using the SSM, z1:K , {z1, z2, ...,zK} and x1:K ,
{x1,x2, ...,xK} can be generated, given the parameters of
the SSM, i.e., the number of time steps K, initial state x0,
noises n and m, and transition matrix F .

To meet the need for covering all possible maneuvering
cases, we first set the basic parameters in Table 1. As we see
in this table, the distance from the radar to the target covers
the main detection range of the common airport surveillance
radar (ASR), i.e., 0.5 ∼ 20 nautical miles (NM) (about 926
m ∼ 37,040 m) according to [15]. The velocity of our ma-
neuvering target in the range of 0-340 m/s because civilian
aircrafts rarely exceed the sound velocity [16], i.e., 340 m/s.
The turn rate α, which decides the maneuvering cases, ranges
from −10◦/s to 10◦/s because turn rate α is normally less
than 10◦/s for the common civilian aircraft according to [3].
The smallest interval between turn rates is 0.1◦/s, which pro-
vides sufficient differentiation to track the maneuvering tar-
get.

1In this paper, we only consider an X-Y plane coordinate of MTT.
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Fig. 2: The framework of DeepMTT algorithm.
According to Table 1, we derive the parameters of the SS-

M as follows: (1) The length of trajectory segments tsegmet

is set to be 5 s because the fixed length of trajectory seg-
ments is required in our DeepMTT network. (2) The initial
state x0 can be randomly sampled from the range of dis-
tance and velocity. (3) The deviation of accelerated veloci-
ty in transition noise n is randomly sampled in the range of
[8 m/s2, 13 m/s2] according to [3]. The deviations of az-
imuth noise σθ and distance noise σr are randomly sampled
in the range of [0.401◦, 0.516◦] and [8 m, 13 m] according
to [5, 17], respectively. (4) The maneuvering cases depend
on the value of turn rate α, which is randomly sampled from
−10◦/s to 10◦/s with the sampling interval of 0.1◦/s as dis-
cussed. If α = 0, (2) is used as the transition matrix F to
generate the trajectory. Otherwise, (3) is used as the transi-
tion matrix F to generate the trajectory.

After all settings have been obtained for the SSM, we
generate 10 million samples to build our LAST database, in
which all samples are randomly and equally grouped into 100
thousand batches. In the training stage, we keep training
our DeepMTT network by randomly selecting the batches in
LAST database until the estimation deviation of target posi-
tion is smaller than a threshold ε2.

3. DEEP MANEUVERING-TARGET TRACKING
ALGORITHM

In this section, we detail our DeepMTT algorithm. Unlike
the traditional tracking algorithms, our DeepMTT algorith-
m tracks the target based on a DeepMTT network, which is
trained off-line. The DeepMTT network can output residuals
to directly correct the UKF tracking [18] results, by which the
maneuvering trajectories are timely and precisely estimated.
The DeepMTT algorithm contains two stages: training and
tracking stages, as shown in Figure 2.

In the training stage, the original observations and ground
truth are first pre-processed to generate the modified input-
output pairs, which are suitable for training the DeepMT-
T network. Specifically, the azimuth and distance data
are filtered by the UKF algorithm with the CV movement
model (CV-UKF), to form the estimated trajectory segment:
x̂1:K , {x̂1, x̂2, ..., x̂K}, which is similar to the ground truth

2ε is set to be 20 m in this paper.
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Fig. 3: Structure of the DeepMTT network.

of the trajectory. Then, x̂1:K is normalized to generate the
final input data x̂N1:K , {x̂1/Cmax, x̂2/Cmax, ..., x̂K/Cmax,
where Cmax is the maximum absolute value in the elements
of x̂1:K . Meanwhile, the desired output of the DeepMTT
network is the residual sequence r1:K , which is denoted as
r1:K = x1:K − x̂1:K , where x1:K is the ground truth of the
trajectory segment. Taking x̂1:K as a reference of the ground
truth, r1:K is the relative error between the ground truth and
its reference.

Utilizing the modified input-output pairs, we train the

DeepMTT network to minimize the lossL =
√∑K

k=1 (r̃k − rk)2,
where r̃k is the output of our DeepMTT network to predict
the residual. The network structure is shown in Figure 3,
which contains a filtering layer, three bidirectional LSTM
layers, a maxout layer and a linear output layer. The filtering
layer is used to smooth the input x̂N1:K as follows:

d̂Fx,k = A1,1d̂
N
x,k−4 +A2,1d̂

N
x,k−3...+A5,1d̂

N
x,k, (5)

d̂Fy,k = A1,2d̂
N
y,k−4 +A2,2d̂

N
y,k−3...+A5,2d̂

N
y,k, (6)

v̂Fx,k = A1,3v̂
N
x,k−4 +A2,3v̂

N
x,k−3...+A5,3v̂

N
x,k, (7)

v̂Fy,k = A1,4v̂
N
y,k−4 +A2,4v̂

N
y,k−3...+A5,4v̂

N
y,k, (8)

where Ai,j with i ∈ [1 : 5], j ∈ [1 : 4] is the learnable param-
eters. Then, the filtering result x̂F1:K is fed into three bidirec-
tional LSTM layers to output hL1:K , for learning the temporal
information in maneuvering trajectories. At each time step
k, hLk is passed through an all link layer (ALL) to generate
a new tensor hk, which has been divided into several subset-
s. Each subset is mapped to the maxout output layer (MOL)
with the maxout units (MU) to keep the maximal node. All
the maximal nodes in hk are combined to form hMk . Finally,
the prediction of the residual sequence r̃1:K is obtained when
hM1:K passes through another ALL to restore itself to the shape
of r1:K with the linear activation function: φo(u) = u.

In the tracking stage, the same pre-process step is used
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Table 2: Setting of 3 trajectories

Trajectory Prior target state x0 The first part The second part The third part
1 [-18000 m, 2000 m, 150 m/s, 200 m/s] 30 s, CV model 40 s, CT model, α=3.18◦ 30 s, CT model, α=-6.54◦

2 [-7000 m, -24000 m, 180 m/s, 220 m/s] 40 s, CT model, α=-1.08◦ 20 s, CV model 40 s, CT model, α=5.34◦

3 [12000 m, 13000 m, 230 m/s, 190 m/s] 30 s, CV model 40 s, CT model, α=-7.16◦ 30 s, CT model, α=4.24◦

Table 3: Means of the position tracking RMSE for all trajec-
tories.

Trajectories HGMM (m) MIE-BLUE-IMM (m) DeepMTT (m)

1
The first part 22.96 121.66 12.67

The second part 138.29 55.24 12.98
The third part 237.29 57.76 24.90

2
The first part 53.47 94.02 13.97

The second part 23.67 56.45 12.12
The third part 140.91 55.17 13.24

3
The first part 23.45 56.50 12.42

The second part 278.06 59.89 17.63
The third part 160.58 58.12 16.74

Table 4: Deviations of the position tracking RMSE for all
trajectories.

Trajectories HGMM (m) MIE-BLUE-IMM (m) DeepMTT (m)

1
The first part 2.92 13.99 2.58

The second part 12.45 3.06(m) 2.77
The third part 24.45 3.84 15.65

2
The first part 6.87 10.06 2.26

The second part 3.72 4.61 2.65
The third part 11.77 2.80 2.57

3
The first part 3.08 3.36 2.37

The second part 31.43 3.82 12.35
The third part 20.29 4.21 11.82

to estimate the trajectory segments. Those estimations of
segments are corrected by the residuals predicted from the
DeepMTT network. Finally, an entire maneuvering trajectory
is estimated with the corrected segments using a reconstruc-
tion step, which connects all the segments together with
overlaps according to the temporal relationship.

4. SIMULATION RESULTS

In our simulation, we followed [19] to consider the X-Y plane
maneuvering tracking. The target trajectories and correspond-
ing observations can be calculated by (1), (2), (3) and (4) of
Section 2. Moreover, based on civil aircraft maneuvering pa-
rameters [3, 13], we designed 3 maneuvering-target trajecto-
ries in Table 2. Each trajectory lasts for 100 s and is sliced
into three parts, in which the parameters are randomly select-
ed according to the ranges in Table 1.

Our DeepMTT algorithm is used to track the three
maneuvering-target trajectories in comparison with HGM-
M [5] and MIE-BLUE-IMM [20] algorithms. For each tra-
jectory, 100 Monte Carlo simulations for tracking are run. We
evaluate the performance of all three aforementioned algo-
rithms with the means and deviations of the tracking RMSE
in those 100 simulations. The results are shown in Tables
3, 4, 5 and 6. In these tables, the tracking RMSEs of the
three algorithms are compared according to different parts of

Table 5: Means of the velocity tracking RMSE for all trajec-
tories.

Trajectories HGMM (m/s) MIE-BLUE-IMM (m/s) DeepMTT (m/s)

1
The first part 12.38 159.55 3.91

The second part 45.30 161.19 9.08
The third part 84.74 162.34 13.88

2
The first part 18.57 178.53 4.59

The second part 12.84 153.39 4.11
The third part 68.83 183.68 7.85

3
The first part 13.86 190.53 8.45

The second part 108.93 191.92 7.51
The third part 59.96 189.75 7.71

Table 6: Deviations of the velocity tracking RMSE for all
trajectories.

Trajectories HGMM (m/s) MIE-BLUE-IMM (m/s) DeepMTT (m/s)

1
The first part 1.61 2.11 0.91

The second part 1.30 1.53 1.03
The third part 2.95 1.59 3.33

2
The first part 0.97 1.95 0.79

The second part 1.74 2.59 1.04
The third part 1.76 1.58 1.08

3
The first part 1.70 2.05 1.17

The second part 2.96 1.54 2.56
The third part 2.40 1.78 1.48

different trajectories in Table 2. The smallest tracking RMSE
is colored sandy-brown in each row, which indicates that the
corresponding algorithm performs best. Obviously, in Tables
3 and 5, all tracking RMSEs of our DeepMTT algorithm
are colored sandy-brown. Hence, our DeepMTT algorith-
m provides the smallest tracking RMSEs for all different
maneuvering trajectories in comparison with the other two
algorithms. Our DeepMTT algorithm also performs well on
the deviations of tracking RMSE, which presents the stability
in tracking. Although for some parts of some trajectories, the
tracking RMSEs of HGMM and MIE-BLUE-IMM are better,
our DeepMTT algorithm retains a comparable performance.
In summary, our DeepMTT algorithm outperforms the state-
of-the-art HGMMM and MIE-BLUE-IMM algorithms for
tracking maneuvering targets.

5. CONCLUSION

In this paper, we have proposed a novel MTT algorithm
based on deep neural network. First, the LAST database
of maneuvering target is built to offer sufficient samples
of maneuvering trajectories. Then, a DeepMTT network is
built and trained according to LAST database. Based on the
DeepMTT network, our DeepMTT algorithm is proposed to
estimate the maneuvering targets. The simulation results ver-
ify that in comparison with state-of-the-art MTT algorithms,
our DeepMTT algorithm improves the MTT performance.
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