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ABSTRACT
To meet increasing demands of wireless multimedia commu-
nications, caching of important contents in advance is one of
the key solutions. Optimal caching depends on content pop-
ularity in future which is unknown in advance. In this paper,
modeling content popularity as a finite state Markov chain,
reinforcement Q-learning is employed to learn optimal con-
tent placement strategy in homogeneous Poisson point pro-
cess (PPP) distributed caching network. Given a set of avail-
able placement strategies, simulations show that the presented
framework successfully learns and provides the best content
placement to maximize the average success probability.

1. INTRODUCTION

To handle the future demands of wireless mobile communi-
cations, caching has been used to effectively reduce peak data
rates by pre-storing the most popular contents in advance [1].
In caching, traffic load during peak periods shifts to off-peak
periods, by fetching the “anticipated” popular contents; e.g.,
reusable video streams are stored in base station cache and
are reused during off-peak hours [2]. In [3, 4], optimal con-
tent placement in cellular networks is provided to maximize
cache hit rate, while [5, 6] present caching policy to maximize
the success probability and area spectral efficiency. [7, 8] de-
rive the local caching policy by minimizing cache miss prob-
ability. In [9], lower bounds for local and global caching are
derived. Therefore, in a given network, caching policy can
be obtained when popularity profile is known. In order to
improve the quality of experience of the users, caching re-
lies on the available observations to predict what to cache.
Several works employ different models for predicting content
popularity. [10, 11] employ neural networks and deep learn-
ing based approaches for prediction. [12] models popularity
using auto-regressive (AR) model to predict the time series.
[13] predicts content requests for video segments using a lin-
ear model. In [14], Q-learning is used to obtain the caching
decisions to minimize cache refreshing cost when the popu-
larity is modeled as Markov chain, considering a local section
of the heterogeneous network.

In this paper, the global popularity profile of a PPP net-
work is modeled as a finite state Markov chain. This paper

considers the problem of finding the optimal caching proba-
bilities from a given set of caching vectors in order to max-
imize the average success probability of the network. For
a large set, searching for caching vectors for each state of
Markov chain is computationally intensive. Therefore, Q-
learning is employed. Simulations show that in few iterations,
Q-learning learns the optimal caching policy.

2. SYSTEM MODEL

Consider a cellular network where the positions of base
stations (BSs) are spatially distributed according to a two-
dimensional (2D) homogeneous Poisson point process (PPP)
Φbs with density λ > 0. The performance of the network is
evaluated for a typical user o positioned at the Cartesian ori-
gin. Due to Slivnyak-Mecke theorem, stationary and isotropy
of PPP, the results of a typical user apply to any user randomly
located on 2D plane.

It is assumed that each user requests a specific content
among the content set C := {c1, c2, . . . , cN} of N files. Each
content is of same size and normalized to 1. Moreover, in a
network, each content has its popularity, which is assumed to
be known. Let f = [f1, . . . , fN ]T be the popularity distribu-
tion, i.e., fT1 = 1. This distribution follows a Zipf proba-
bility mass function, i.e., the probability that a user requests
content cj is given as fj = j−γ∑N

i=1 i
−γ , 1 ≤ j ≤ N, where

γ < 1 is Zipf exponent. It is also assumed that a cache mem-
ory of size L is available on each BS. The memory inventory
is denoted by Li, which is a subset of C, such that |Li| ≤ L.
Considering a probabilistic method, where content is inde-
pendently placed in caches, the probability that content cj is
stored in a given BS is expressed as aj = Pr [cj ∈ Li] , 1 ≤
j ≤ N. The probability that a typical user finds the desired
content in a cache depends on the distribution of the ran-
dom set Li only through the one-set coverage probabilities
aj . These probabilities do not define the distribution on the
random set Li. It defines the content placement policy for the
network. Hence, it should satisfy the constraint

∑N
j=1 aj ≤

L. [3] states that the above condition is a necessary and suffi-
cient condition for the existence of a distribution on the ran-
dom set Li satisfying |Li| ≤ L almost surely.
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Average Success Probability (ASP): We consider user as-
sociation based on both CSI and cached files in each helper.
Specifically, when a user requests lth file, it associates with
the BS in the set Φbs(l) that has the strongest received power.
Assuming equal power allocation (P ), the received power at
the user is |hi|2 Pr−αi , where |hi|2 ∼ exp(1) and ri are the
channel power and the distance between ith BS and user, and
α is the path loss exponent. The downlink SINR at the typical
user that request lth file from ith BS is given as

Γil =
|hi|2 Pr−αi∑

j∈Φbs\{i}
|hj |2 Pr−αj

︸ ︷︷ ︸
Ii=Iil+Icil

+σ2
, (1)

where Iil =
∑
j∈Φbs(l)\{i}

|hj |2P
rαj

, Icil = Ii−Iil, and σ2 is the
noise power. The term Iil represents the interference from the
BSs that cache lth file, while Icil is the interference from those
BSs who do not cache lth file. From the user’s perspective, we
use success probability measure to reflect quality of service,
which is defined as the probability that the achievable rate of
a typical user exceeds the rate requirements R0. The average
success probability can be written as

Pa(f ,a) :=
∑

l

fl Pr {W log2 (1 + Γil) ≥ R0} ,

where W is the transmission bandwidth.

Theorem 1. Average success probability of a typical user re-
questing lth file, which has popularity fl and caching proba-
bility al, is given as

Pa(f ,a) =
∑

l

flg(al),

where

g(al) = alC

∫ ∞

0

exp

[
−s0r

α
i

(
σ2

P

)]

× exp
[
− (alA+ (1− al)B + alC) r2

i

]
(dr2

i ) (2)

and s0 = 2
R0
W − 1, A = 2πλbss

2
α
0

1
α

∫∞
1
s0

(
u

2
α
−1

1+u

)
du,

B = 2πλbss
2
α
0

1
α

∫∞
0

(
u

2
α
−1

1+u

)
du, C = πλbs.

Proof. Proof is given in [15].

Since heterogeneous networks are usually interference
limited, it is reasonable to neglect the noise i.e., σ2 = 0. In
this case, the following corollary simplifies ASP.

Corollary 2. For interference limited case, i.e., σ2 = 0 or at
high SNR, average success probability is given as

Pa(f ,a) =
∑

l

flg0(al),

where g0(al) = alC
alA+(1−al)B+alC

.

CD IE CP CD IE CP

︸ ︷︷ ︸︸ ︷︷ ︸
(t − 1)th time slot tth time slot

f(t − 1) p(t) f(t) p(t + 1)

Fig. 1. The time slot structure and the evolution of key quan-
tities. The slots can be of unequal length. CD: Content Deliv-
ery, CP: Content placement, IE: Information Exchange.

2.1. Timing Model

It is assumed that caching is carried out in a slotted fashion
over slots t = 1, 2, . . . as shown in Figure 1. This figure
shows the structure of each time slot.

At the beginning of a time slot, content delivery phase
takes place as the user request arrives. If a requested file is
stored in cache, it will be served, thus, incurring almost zero
cost. On the other hand, if the requested file is not available in
the cache, SB must fetch it using the backhaul link, incurring
a considerable cost in terms of price, processing and delay.

The second phase pertains to information exchange,
where the BSs exchange their observed popularity profiles to
the network operator, and in return receive the estimated local
popularity profile. Since in a PPP network, the perspective of
the system as a whole is important, only the global popularity
profile is considered for the present learning model.

Finally, in the last phase of a time slot, the content place-
ment is carried out, i.e., the optimal selection of files are
stored for the next time slot. For the PPP system as a whole,
caching probabilities vector (a) denotes the action which de-
cides the caching at each BS in the PPP system. Let A :={
a|a ∈ [0, 1]N ,aT1 = L

}
denote the set of all feasible ac-

tions. At the end of time slot t, the files are selectively cached
for the content delivery phase of time slot t+ 1. It means that
the caching action at time t, a(t) depends on the popularity
distribution of previous time slot, f(t − 1). Therefore, after
observing the popularity in time slot t, the overall system state
can be given as

s(t) :=

[
f(t)
a(t)

]
. (3)

2.2. Popularity Profile Dynamics

As depicted in Figure 2, popularity profiles are modeled us-
ing Markov chains. Specifically, popularity profiles will be
assumed generated by an underlying Markov process with
|F| states collected in the set F :=

{
f1, . . . , f|F|

}
. Although

F is known, the underlying transition probabilities are un-
known, which is a practical assumption. Since a(t) ∈ A and
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Fig. 2. Learning model, where in the environment, popularity
varies according to Markov chain.

f(t) ∈ F , the set of states can be given as

S = F ×A =

{
s =

[
f
a

] ∣∣∣∣∣f ∈ F ,a ∈ P
}
.

3. REINFORCEMENT LEARNING (RL)

The performance of a caching strategy can be measured by
how well a network of BSs successfully communicates the
the cached files to the users. We define the overall cost of a
PPP network by average success probability (ASP), i.e.,

c(s(t)) := 1− Pa(f(t),a(t)) (4)

where a(t) is the caching vector selected at the end of (t−1)th

time slot. At the end of each time slot, this cost is computed.
Since f(t) and a(t) denote the global popularity distribution
and average availability of cached files in the network respec-
tively, the ASP is the reasonable choice to select as a per-
formance measure of a network. The action a(t) controls
the caching of the whole PPP network. Thus, it is selected
to maximize the success probability. In this approach, the
learner seeks the optimal policy by interactively making se-
quential decisions, and observing the corresponding costs.

Let us define the policy function π : S → A, which maps
any state to the action set. Under policy π(·), the caching is
carried out via action a(t+ 1) = π(s(t)), dictating the place-
ment policy for the network at time t + 1. Caching perfor-
mance is measured through the so-termed state value function

Vπ(s(t)) = lim
T→∞

E

[
T∑

τ=t

γτ−T c(s(t))

]
, (5)

which is the total average cost incurred over an infinite time
horizon, with future terms discounted by factor γ ∈ [0, 1).

Since taking action influences the future states, future costs
are always affected by past and present actions. Discount fac-
tor captures this effect, whose tuning trades off current versus
future costs. The objective of this paper is to find the optimal
policy π∗ such that the average cost of any state is minimized
π∗ = arg minπ Vπ(s).

Optimality Conditions: Let Pr(s, s′|a) be the transition
probability of going from the current state s to the next state
s′ under action a. Bellman equations express the state value
function in a recursive fashion as

Vπ(s) = c(s) + γ
∑

s′∈S
Pr(s, s′|π(s))Vπ(s′),∀s

For Q-learning, define the state-action value function as

Qπ(s,a) = c(s) + γ
∑

s′∈S
Pr(s, s′|a)Vπ(s′),∀s,a. (6)

Policy Iteration algorithm: When Pr(s, s′|a) is known,
one can readily obtain Vπ(s), and policy iteration can be used
to obtain optimal policy π. The policy iteration algorithm
initialized with π0 proceeds with the following updates at ith

iteration.

1. Policy Evaluation: For a fixed policy πi, obtain Vπi(s),
for all s ∈ S.

2. Policy Iteration: Update policy using πi+1(s) =
arg minaQπi(s,a),∀s.

Optimal Caching: Q-learning is an online RL method to
jointly infer the optimal policy and estimate the optimal state-
value function. The optimal policy can be obtained as

π∗ = arg min
a
Qπ(s,a),∀s

which provides the optimal state-action values Q∗(s,a) =
Qπ∗(s,a). The Q-function and value function are related by

V ∗(s) := Vπ∗(s) = min
a
Q∗(s,a)

which gives from (6)

Q∗(s,a) = c(s) + γ
∑

s′∈S
Pr(s, s′|a) min

a
Q∗(s,a) (7)

Q-learning: The instantaneous error can be written as

ε(s(t),a(t)) :=
1

2


c(s) + γmin

a′
Q(s(t),a′)

︸ ︷︷ ︸
TQ(t)

−Q(s(t),a(t))




2

The Q-function is updated as using stochastic gradient as

Qt(s(t),a(t)) = (1− βt)Qt(s(t),a(t)) + βtTQ(t) (8)
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Algorithm 1 ASP maximization via Q-learning.
1: Initialize state s(0) randomly and Q0(s,a) = 0∀s,a
2: for t = 1, 2, . . . do
3: After content delivery at t − 1 time slot, do the fol-

lowing

4: Content Placement: take action a(t − 1) for time t
chosen probabilistically

a(t− 1) =

{
arg minaQt−1(s,a) w.p. 1− ε
random a ∈ A w.p. ε

5: Information Exchange: popularity profile a(t) is re-
vealed based on user requests

6: set s(t) = a(t) and compute c(s(t))
7: Update

Qt(s(t),a(t)) = (1− βt)Qt−1(s(t),a(t)) (9)

+ βt

[
c(s(t)) + γmin

a′
Qt−1(s(t),a′)

]

8: end for

The procedure has been summarized in Algorithm 1. In this
algorithm, after initialization ofQ-matrix, the action (caching
vector) is randomly selected with probability ε and greedy ac-
tion is selected with probability 1−ε. After content placement
phase, next state is obtained, which is then used to update the
Q-values. This procedure is repeated until convergence.

4. SIMULATION RESULTS

For simulations, popularity profile set contains Zipf dis-
tributed profiles with different parameters s = 0.7, 1 and
L = 2. Action set is selected randomly with |A| = 8. The

transition probabilities are set as P =

[
0.6 0.4
0.2 0.8

]
. PPP

parameters for computing ASP are as follows: noise power
σ2 = 0, BS density λbs = 200, bandwidth W = 24kHz, path
loss exponent α = 3.5, and rate threshold R0 = 1.

Figure 3 illustrates the ASP values for different iterations
with small state-action space |F| = 2, N = 10, |A| = 8 in
(a) and large state-action space |F| = 16, N = 20, |A| = 32
in (b). From Figure 3 (a), it can be seen that in few iter-
ations, Q-learning learns the appropriate action for each of
the two states. After that, optimal action (content placement)
is selected for each state. It can be observed from Figure 3
(b) that for increased number of contents, number of itera-
tions for convergence increases. In Q-learning, exploration
and exploitation controls the convergence. Higher value of
ε in Algorithm 1 supports greater possibility of exploration.
The greedy selection, i.e., exploitation occurs with probability
1− ε. In 3 (b), the convergence is attained near 2× 103 itera-
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Fig. 3. ASP maximization with iterations with (a) small state-
action space |F| = 2, N = 10, |A| = 8, (b) large state-action
space |F| = 16, N = 20, |A| = 32.

tions. A band after convergence represents the different costs
(ASP) after choosing action for each different state. However,
some other ripples are also present after convergence, indicat-
ing the exploration, which can be controlled by ε.

5. CONCLUSION

In this paper, for a PPP network, global content popularities
have been modeled using a finite state Markov chain. Given
a set of caching probability vectors, a Q-learning method has
been presented to find the optimal content placement. Sim-
ulations show that the Q-learning learns the best placement
among the set and for large state-action space, it takes more
iterations to reach convergence.
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