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ABSTRACT

Developing accurate financial analysis tools can be useful
both for speculative trading, as well as for analyzing the
behavior of markets and promptly responding to unstable
conditions ensuring the smooth operation of the financial
markets. This led to the development of various methods
for analyzing and forecasting the behaviour of financial as-
sets, ranging from traditional quantitative finance to more
modern machine learning approaches. However, the volatile
and unstable behavior of financial markets forbids the ac-
curate prediction of future prices, reducing the performance
of these approaches. In contrast, in this paper we propose a
novel price trailing method that goes beyond traditional price
forecasting by reformulating trading as a control problem,
effectively overcoming the aforementioned limitations. The
proposed method leads to developing robust agents that can
withstand large amounts of noise, while still capturing the
price trends and allowing for taking profitable decisions.

Index Terms— Deep Reinforcement Learning, Financial
Markets, Price Forecasting, Trading

1. INTRODUCTION

Financial markets, where various securities and derivatives
are traded, are at the heart of modern economies. For ex-
ample, capital markets ensure that businesses will receive the
necessary capital in order to grow and expand, while other
markets, such as foreign exchange markets, enable the trading
of various currencies, determining in this way the exchange
rates and facilitating international trading. Apart from pro-
viding a practical tool for ensuring the smooth and efficient
operation of businesses, financial markets also provide the
opportunity for making profitable investments, given that we
are able to forecast the future price trend of an asset. This
has attracted the interest of numerous investors, who attempt
to analyze and predict the future behavior of various assets
in order to make the most appropriate investments. However,
apart from predicting the price of assets for speculative pur-
poses, analyzing the behavior of markets and promptly re-
sponding to unstable conditions is also extremely important

to ensure the smooth operation of financial markets. For ex-
ample, allowing speculative attacks or other forms of market
manipulations to take place can have a tremendous negative
effect on the actual economy.

The aforementioned reasons led to the development of
various tools for analyzing and forecasting financial markets,
ranging from traditional quantitative finance [1] to more mod-
ern machine learning approaches [2, 3]. Deep Learning (DL)
methods were also recently used to exploit the vast amount
of data collected from financial markets [4, 5, 6], further in-
creasing the performance of these methods. However, most
of these approaches attempt to predict the future direction
of the price of an asset, instead of trying to directly learn a
trading agent that will maximize the profit, which is usually
the end goal of these methods. To this end, Reinforcement
Learning (RL) methods were used to directly train a trading
agent which will act in an optimal way in a given financial
market [7, 8]. Combining deep learning with RL can further
improve the trading performance, as it was recently demon-
strated in [8]. Such agents can be used both for making spec-
ulative investments, as well as for better understanding the
dynamics of markets, as described previously.

However, financial markets are intrinsically noisy and em-
ploying deep learning models, which exhibit an enormous
learning capacity, in such environments often leads to overfit-
ting, i.e., the models are prone to learning random price trails
from the training data without being able to extract any use-
ful knowledge for inferring the future behavior of an asset, as
it was thoroughly demonstrated in the relevant literature [9].
In other cases, the models might be strongly influenced by
the noise, especially if they are used for high frequency trad-
ing [9], limiting their ability to model the financial markets. It
is worth noting we are not usually concerned with accurately
predicting the exact price movement for each and every time
step. Instead, we are usually interested in developing models
that will capture the overall future trend of the market allow-
ing for taking informed decisions.

The main contribution of this paper is a novel price trail-
ing approach that goes beyond traditional price forecasting,
effectively overcoming the aforementioned limitations. The
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proposed method employs a novel price trailing formulation,
where the trading agent closely follows the price of an as-
set, within a certain margin, instead of accurately predict-
ing the future price (direction) or deciding whether or not a
trade must be performed. This control-based approach, which
provides an alternative formulation to traditional trading RL
methods [7, 10], increases the ability of the agent to withstand
large amounts of noise, while still capturing the price trends
and allowing for taking profitable decisions. Moreover, the
behavior of the agent can be tuned according to the needs of
each application by adjusting the margin that the agent em-
ploys for trailing the price time-series, e.g., a larger margin
allows for learning a more stable agent that absorbs most of
the price fluctuations, while a smaller margin allows for de-
veloping agents that more closely follow the price. Finally, an
appropriate reward shaping scheme, that allows for effectively
training RL agents with the deep Q-learning approach [11], is
also proposed. It is experimentally demonstrated, using back-
testing on real data collected from a foreign exchange mar-
ket, that the proposed approach can indeed lead to more prof-
itable positions, increasing the PnL (profit and loss) metric.
At the same time, the proposed method also leads to devel-
oping agents that qualitatively exhibits the desired behavior,
i.e., being robust to the noisy behavior of the price, while ef-
fectively capturing the trend of the market.

The rest of the paper is structured as follows. First, the
related work is briefly introduced and compared to the pro-
posed approach in Section 2. Then, the proposed method is
introduced in Section 3, while the experimental evaluation is
provided in Section 4. Finally, conclusions are drawn in Sec-
tion 5.

2. RELATED WORK

Perhaps the most commonly used approach, when applying
machine learning algorithms in financial problems, is to di-
rectly predict the future price (or price direction) of an as-
set [2, 3, 5, 9, 12, 13]. The main assumptions behind these
approaches is that accurately predicting the future price of
an asset allows for taking profitable trading decisions. Sev-
eral models have been used to tackle this problem, ranging
from Support Vector Machines [14] and simple feed-forward
neural networks [15], to more powerful recurrent and convo-
lutional neural networks [5, 9, 16]. However, the extremely
volatile and unstable behavior of financial markets forbids the
accurate prediction of future prices, leading to taking severely
sub-optimal decisions, with simple strategies sometimes per-
forming better than these models.

Using RL to directly tackle the task at hand, i.e., making
the most appropriate trades, instead of predicting the price
at each time-step, can overcome, to some extent, these limi-
tations [7, 8, 10, 17]. For example, in [8], the complex be-
havior of price data originating from foreign exchange mar-
kets was modeled using DL. Then, a profitable strategy was

learned using RL, where the financial positions that would re-
sult in maximizing the total reward were chosen. Note that
the reward function was appropriately designed to ensure that
maximizing the expected reward would lead to an agent ca-
pable of performing actions (trades) that also maximize the
PnL. Even though these approaches aim to directly optimize
the obtained profit, they are still vulnerable to overfitting and
prone to noise.

In this work, we overcome the aforementioned limitations
by proposing a method that is intrinsically regularized and
able work under large amounts of noise. Therefore, instead of
blindly following the noisy fluctuations of the original time-
series, we propose using a margin-based approach that is ca-
pable of absorbing the (possibly) chaotic movements of fi-
nancial time-series. To this end, the problem of maximiz-
ing the profit is re-formulated into a control problem, where
the agent maintains an internal estimation of the current price
and decides to follow the current price trend only if there are
strong signals that dictate to do so. It is worth noting that the
proposed approach share some similarities with max-margin
approaches [18, 19]. However, in contrast with these ap-
proaches, that are merely used for classification tasks, the pro-
posed method introduces a formulation adapted to the needs
of financial time-series forecasting using RL (instead of em-
ploying traditional classification algorithms that are used to
predict a predefined attribute). To the best of our knowledge,
this is the first work that employs a novel control-based for-
mulation for modeling the investors behavior and optimizing
the behavior of trading agents using RL.

3. PROPOSED METHOD

Let pt be the current price of an asset at time t. The goal
of the proposed agent is to control its position, denoted by
st, in order to follow the trend of the price. This position
can be also interpreted as the internal estimation of the agent
regarding the state of the market. Initially the agent starts
at the same position as the price, i.e., s0 = p0. After each
time-step the agent must decide whether or not its position
regarding the current price must be updated. Three possible
actions are available:

1. stay at the previous level, i.e., st+1 = st,

2. follow an upward trend, i.e., st+1 = st + st · α, and

3. follow a downward trend, i.e., st+1 = st − st · α,

where α is the factor that control the change of the internal
estimation of the agent. Note that the action of following an
upward trend can be directly translated into a long position,
since the agent estimates that an upward trend will follow.
Similarly, a downward movement can be similarly translated
into a short position. If the agent decides to do nothing, then
the same position as before is maintained. Therefore, the re-
ward the agent receives must be inversely proportional to the
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Fig. 1. The agent’s trail (shown in red color) while follow-
ing the time-series within a small margin (m = 0.01). Note
that the agent quickly responds to most of the price fluctu-
ations. The agent position was also frequently reset, due to
the smaller margin that allowed only for smaller deviations
around the current price. Figure best viewed in color.

distance between its current position and the current value of
the time-series, i.e., the current control error et:

et = |st − pt|. (1)

The closer the agent is to the current price, the higher the re-
ward that will be obtained. Finally, note that the agent never
exits the market, i.e., the stay action corresponds to main-
taining the latest open position (either long or short), while
simply avoiding updating its internal price trend. An example
of an agent following a time-series in shown in Figure 1. The
red line corresponds to the agent’s trail, while the blue lines
depict the price and the upper and lower margins.
Reward Shaping: Designing an appropriate reward func-
tion, that is able to accurately express the goal of the proposed
agent, while rewarding the agent at each time-step, is critical
for the smooth convergence and successful optimization us-
ing RL [20]. First, we set a margin m around the price that
dictates when and how much the agent should be rewarded.
If the agent is within the desired margin it receives a positive
reward proportional to the distance from the closest margin.
However, if the agent is outside this margin, a negative reward
is obtained. This allows for learning agents that will absorb
small price fluctuations without updating their estimation re-
garding the price trend, since maintaining a position close to
the current price will still yield a large position reward. There-
fore, the position-based reward is defined as:

r
(p)
t =

{
st−pt+m

m , if st ≤ pt
pt−st+m

m , otherwise
. (2)

The agent receives a (positive) reward proportional to the con-
trol error as long as it maintains a small distance (at most m)
from the current price. The effect of using different margins
is demonstrated in Figures 1 and 2. Note that agent is capa-
ble of absorbing most of the price fluctuations when a larger
margin is employed.

However, apart from following the price trend, the agent
must pay a small commission/penalty each time that it is de-

Fig. 2. The agent’s trail (shown in red color) while following
the time-series within a large margin (m = 0.1). Note that the
agent absorbs most of the price fluctuations, while following
the general trend of the time-series. Figure best viewed in
color.

cided to update its estimation with a trend of the opposite di-
rection. This commission further discourages the agent from
closely following insignificant price fluctuations and corre-
sponds to the commission that is usually paid in an exchange,
along with the price slippage due to the delayed execution of
orders. This commission is paid only if the agent switches
from an upward trend to a downward trend and vice versa.
Note that performing the stay action does not alter the action
that will be used to calculate the penalty, since the agent al-
ways maintains an open position (either short or long). There-
fore, let δt denote a binary variable that denotes whether the
agent changed the direction of the price trend estimation:

δt =


1, if the agent changes its price trend estimation

from upwards to downward (or vice versa)
0, otherwise

.

(3)
Then, the final reward is calculated as:

rt =

{
r
(p)
t − |r

(p)
t | · c, if δt = 1

r
(p)
t , otherwise

, (4)

where c is the commission, which proportionally reduces the
obtained reward.
Deep Reinforcement Learning for price trailing: Several
approaches have been proposed for learning agents that will
behave optimally in order to maximize a given reward func-
tion. In this work, the Double Deep Q-learning approach was
used [11]. A deep neural network was used to estimate the
Q-values of the three possible actions. The neural network
receives an input window composed of the l previous obser-
vation vectors. Each observation vector xt is defined as:

xt = [pt − st +m, st − pt +m,at−1]
T ∈ R5, (5)

where at−1 ∈ {[1, 0, 0], [0, 1, 0], [0, 0, 1]} is a one-hot vector
that corresponds to the action performed at the previous step,
while the first two values of the observation vector express
the distance between the current estimation and the upper and
lower margin of the agent. The distances from the two mar-
gins were appropriately normalized using z-score scaling.
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The employed neural network consists of 3 hidden layers
of 64 neurons each and one output layer with 3 neurons that
correspond to the three Q-values. The PReLU activation func-
tion was used for the hidden layers [21], while no activation
function was used for the output layer (in order to appropri-
ately estimate the Q-values). The Adam algorithm was em-
ployed for learning the parameters of the network [22], while
the learning rate was set to 0.001. The size of the experience
replay pool was set to 100,000 and batches of 64 samples
were sampled from the replay pool during the optimization.
The optimization ran for 1,000 episodes, each one consisting
of 500 steps. The agent was randomly initialized at a differ-
ent point of the time-series for each episode. A linear explo-
ration policy was employed during the optimization. Finally,
the size of the input window was set to l = 100, the penalty
cost was set to c = 0.3, the margin was set to m = 0.01,
while the step for updating the estimation of the agent was set
to α = 0.001. These hyper-parameters were used for all the
experiments conducted in this paper and they are expected to
work well for a wide range of different financial time-series.
To ensure the smooth behavior of the agent during the training
process, the agent was automatically reset inside the working
margin if it did not manage to stay within the predefined mar-
gin around the time-series.

4. EXPERIMENTAL EVALUATION

The proposed method was evaluated using data from the Euro
- Dollar exchange rates collected between 2007 and 2015.
The data were re-sampled with each value corresponding to
the close price after a period of 4 hours. The first 12,000
exchange rates were used for training the agent, while the fol-
lowing 2,000 exchange rates were used for evaluating the be-
havior of the agent using data that were not seen during the
training (back-testing).

The proposed method was also compared to a competitive
RL method for learning the optimal way to perform trading,
as proposed in [8]. To ensure a fair comparison between the
evaluated methods, the reward function proposed in [8] was
employed for learning a deep RL agent with the same Deep
Q-learning algorithm, network structure, and input, as in the
proposed approach. Furthermore, it was established that the
method proposed in [8] works better by interpreting the neu-
tral position as a market exit position that secures the obtained
profit instead of continuously staying in the market. This ap-
proach is called “Trading RL” in the conducted experiments,
since it directly optimizes an agent for performing trading,
instead of following the trail of the time-series, as the pro-
posed method does. All the hyper-parameters of the “Trading
RL” method were appropriately tuned for the used foreign ex-
change time-series before conducting the experimental evalu-
ation.

The final Profit and Loss (PnL) obtained using both the
“Trading RL” approach and the proposed method are shown

Table 1. Backtesting: Comparing the final PnL obtained us-
ing the proposed method and the “Trading RL” method. The
commission refers to the cost payed to the exchange for each
unit of the corresponding currency that is traded.

Commission Trading RL Proposed Method
0 0.02 0.27

2 · 10−6 0.01 0.26
2 · 10−5 0.01 0.25

Fig. 3. Comparing the PnL during the backtesting. The pro-
posed agent (light green) leads to significantly better trading
position than the “Trading RL” agent (dark green). Figure
best viewed in color.

in Table 1. Note that regardless the used commission the pro-
posed method outperforms the “Trading RL” approach. The
PnL during the trading is also depicted in Figure 3. The pro-
posed method leads to much more profitable positions, even
though the agent is not directly optimized for performing trad-
ing, demonstrating the ability of the proposed agent to with-
stand the intrinsic noise of financial time-series.

5. CONCLUSIONS

A novel price trailing approach, that goes beyond traditional
price forecasting and RL techniques for trading, was proposed
in this paper. The proposed method employs a novel price
trailing formulation, where the RL agent is trained to trail the
price of an asset, instead of directly predicting the future price
or deciding whether or not a trade must be performed. This
also allows for effectively overcoming the limitations of ex-
isting methods. The proposed method can be readily adapted
to different applications by tuning the margin used during the
training, effectively controlling the amount of noise that the
agent can withstand. That is, using a larger margin allows for
developing stable agents that are more robust to price fluctua-
tions, while using a smaller margin allows for training agents
that more closely follow the price. The proposed method was
evaluated using a real dataset that contains foreign exchange
rates and it was demonstrated that it can indeed perform better
than a competitive deep RL method.
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