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ABSTRACT

In this paper, we propose unsupervised person re-identification
(ReID) using reliable and soft labels. We provide unsuper-
vised person ReID to consider unknown pedestrian queries.
We update ResNet model for person ReID based on reliable
and soft labels. First, we perform unsupervised clustering on
person images under different cameras, and select samples
based similarity between images and cluster centers. Then,
we conduct re-clustering for the selected samples and assign
labels to them, i.e. reliable labels. We get probability of
the unselected samples, i.e. soft labels. Finally, we update
ResNet model for person ReID using reliable and soft la-
bels. Experiments on Market-1501 and DukeMTMC-ReID
demonstrate that the proposed method outperforms state-of-
the-arts for unsupervised person ReID in terms of the cosine
distance and accuracy.

Index Terms— Person re-identification, reliable labels,
ResNet, soft labels, unsupervised clustering

1. INTRODUCTION

Person ReID aims at spotting a person of interest in other
cameras [1]. It is a challenging task in computer vision due
to the changes of scale, illumination, viewpoint angle, and
pose. It is a core technology for video surveillance applica-
tions such as cross-camera tracking [2], multi-camera event
detection [3], and person retrieval [3]. Up to now, a lot of
outstanding results in person ReID have been achieved by re-
searchers. Most researchers use supervised learning for per-
son ReID. Ahmed et al. [4] presented a deep convolutional ar-
chitecture with layers specially designed to address the prob-
lem of person ReID. Lin et al. [5] proposed a consistent-aware
deep learning (CADL) approach for person ReID in a cam-
era network. Sun et al. [6] proposed the optimization of the
deep representation learning process based on Singular Vector
Decomposition (SVD) to de-correlate the network for person
ReID. Zhao et al. [7] exploited pairwise salience distribution
relationship between pedestrian images and solved the per-
son ReID problem by a saliency matching strategy. Zhang et

This work was supported by the National Natural Science Foundation of
China (No. 61872280) and the International S&T Cooperation Program of
China (No. 2014DFG12780).

al. [8] presented a deep mutual learning (DML) strategy for
person ReID. Although supervised learning has made signif-
icant progress, person ReID may not have such a large label
data for training. In practical situations, unsupervised per-
son ReID is needed. Kordrov et al. [9] proposed dictionary
learning-based sparse coding for unsupervised person ReI-
D based on a graph Laplacian regularisation term. Fan et
al. [10] proposed progressive unsupervised learning for per-
son ReID to transfer pre-trained networks to unknown pedes-
trian data. Zhao et al. [11] proposed adjacency constrained
patch matching for person ReID to build dense correspon-
dence between images pairs and learn human saliency in an
unsupervised manner. Peng et al. [12] presented a multi-task
dictionary learning method which was able to learn dataset-
shared and target-data-biased representation for person ReI-
D. However, since they performed unsupervised person ReI-
D on small datasets, their performance was limited in large-
scale dataset. When a supervised person ReID model such
as ResNet [13] is applied to unknown data, it causes severe
performance degradation. Thus, unsupervised person ReID is
required in a real environment.

In this paper, we propose unsupervised person ReID us-
ing reliable and soft labels. We introduce reliable and soft
labels into ResNet model update to transfer the model to un-
labeled dataset. We adopt camera viewpoint-based unsuper-
vised clustering for person ReID to be robust to viewpoint
change. First, we fine-tune ResNet model on an irrelevant
dataset and use it as an initial model. We perform unsuper-
vised clustering on person images under different cameras to
consider viewpoint change. We select samples close to clus-
ter centers and assign labels to them, i.e. reliable labels. For
unselected samples, we assign its probability to them, i.e. soft
labels. Finally, we update ResNet parameters based on reli-
able labels and soft labels. Fig. 1 illustrates the flow diagram
of the proposed method. Compared with existing methods,
main contributions of the proposed method are as follows:

• We provide an unsupervised person ReID framework
based on reliable and soft labels.

• We introduce the reliable and soft labels into person
ReID to update ResNet model for unknown people da-
ta.
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Fig. 1. Flow diagram of the proposed unsupervised person ReID.

• We use camera viewpoint-based clustering for person
ReID to deal with the viewpoint change problem.

2. PROPOSED METHOD

2.1. Camera-Based Clustering

Progressive unsupervised learning (PUL) [10] have used iter-
ations to update convolutional neural network (CNN) model
and clustering results for unknown people data by: 1) Pedes-
trian clustering and 2) fine-tuning for CNN. Although the
clustering results make the model better, PUL does not ful-
ly consider the information of unlabeled dataset. This is
because PUL only uses a threshold to select reliable label-
s without using unselected images and considering camera
information. Assume that we have an unlabeled training
dataset X = {Xa, Xb, Xc}, Xa = {xa1 , xa2 , ..., xaNa

},Xb =

{xb1, xb2, ..., xbNb
},Xc = {xc1, xc2, ..., xcNc

}, where Xk rep-
resents the k-th camera, xij represents the j-th image from
camera i, and Nk represents the total number of images in
the k-th camera. We use the pre-trained model to extract the
features of X as follows:

F =
{
fa1 , f

a
2 , ...f

a
Na
, f b1 , f

b
2 , ...f

b
Nb
, f c1 , f

c
2 , ..., f

c
Nc

}
(1)

fki = φ(xki ) (2)

where fki represents features extracted by the pre-trained
model of i-th images in the k-th camera, Nk represents the
total number of images in the k-th camera, and φ represents
the pre-trained model. We use F to do clustering by optimiz-
ing:

min
µ1,µ2,...,µMk

Nk∑
i=1

Mk∑
j=1

∥∥fki − µkj∥∥ , k ∈ {a, b, c} (3)

where µj represents the j-th cluster center of the k-th camera,
Nk represents the total number of images in the k-th camera
set, and Mk represents the number of identities in the k-th
camera. Thus, we get the clustering results as follows:

Uk =
{
µk1 , µ

k
2 , ...µ

k
Mk

}
, k ∈ {a, b, c} (4)

Then, we calculate the similarity matrix S based on a thresh-
old λ to select reliable images as follows:

Sk =
(
Uk × F k

)
V k , k ∈ {a, b, c} (5)

where F k represents the features in the k-th camera and V k

indicates whether this point is selected or not. If Si,j > λ,
the image is selected, which is set vi,j to 1, else set to 0. In
this work, we set λ to 0.85 empirically. Finally, we use the
selected images as a new set for re-clustering as follows:

min
µ1,µ2,...,µM

N∑
i=1

M∑
j=1

‖fi − µj‖ (6)

where fi represents the feature of the selected images, µj rep-
resents the cluster centers, N represents the total number of
the selected images, and M represents the number of identi-
ties.

2.2. Reliable and Soft Labels

For the selected images, we obtain M labels from the clus-
tering results by Eq. (6), called reliable labels. Reliable
labels are virtual labels on the sample related to the clus-
tering result, and have no relation with real labels. For
the unselected images, we assign the probability to them,
called soft labels. We first consider the distance among clus-
ter centers C = {µ1, µ2, ..., µM} and unselected images
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Table 1. Performance comparison on Market-1501 dataset
in terms of cumulative matching scores at Rank1, Rank5 and
Rank10. Bold numbers represent the best performance.

Method Rank1 Rank5 Rank10

Bow 35.80% 52.40% 60.30%
LOMO 27.20% 41.60% 49.10%
UMDL 34.50% 52.60% 59.60%

PUL 42.69% 57.93% 64.87%
Ours 44.86% 59.56% 66.27%

F ′ = {f1, f2, ..., fN ′} as follows:

S′ = CF ′ (7)

where F ′ represents the l2 norm features of the unselected
images, and N ′ represents the total number of the unselected
images. We use the similarity as the input for softmax func-
tion. To make it adjust to the person ReID problem, we use
relaxation parameters to control as follows:

prob = exp
(si
t

)
/

M∑
i=1

exp (si/t) (8)

where si is the i-th column of the similarity matrix S′, M is
the total number of cluster centers, t is the relaxation parame-
ter. If t is small, the distribution is sharp; otherwise, smooth.
Here, we set t to 0.02.

2.3. ResNet Model Update

Based on reliable and soft labels, we construct re-training
dataset and update ResNet model for person ReID. Finally,
we obtain new parameters for ResNet model on unknown
people data.

3. EXPERIMENTAL RESULTS

We evaluate the proposed method on Market-1501 [14] and
DukeMTMC-ReID [15] which have camera viewpoint infor-
mation with large-scale. Market-1501 is collected in front
of a supermarket in Tsinghua University using six cameras.
It contains 32,668 annotated bounding boxes of 1,501 identi-
ties. The dataset employs Deformable Part Model (DPM) [16]
as the pedestrian detector. The dataset is split into three parts:
12,936 images of 751 identities for training, 19,732 images of
750 identities for gallery in the test stage, and 3,368 images of
750 identities for query in the test stage. DukeMTMC-ReID
is a subset of the multi-target multi-tracking dataset [17] for
image-based ReID. It contains 36,411 images of 1,812 iden-
tities captured by 8 cameras. We split the dataset into three
parts like Market-1501: 16,522 images of 702 identities for
training, 17,661 images of 1,110 identities for gallery in the

Table 2. Performance comparison on DukeMTMC-ReID
dataset in terms of cumulative matching scores at Rank1,
Rank5 and Rank10. Bold numbers represent the best perfor-
mance.

Method Rank1 Rank5 Rank10

Bow 17.1% 28.8% 34.9%
LOMO 12.3% 21.3% 26.6%
UMDL 18.5% 31.4% 37.6%

PUL 30.0% 43.4% 48.5%
Ours 32.84% 45.32% 53.27%

test stage, 2,228 images of 702 identities for query in the test
stage. We evaluate Rank1, Rank5, Rank10 accuracy for the
two datasets, and all experiments follow the strategy of sin-
gle query. We use pre-trained ResNet-50 model [13] on Im-
ageNet as the initial CNN model. Followed PUL [10], we
update the fully-connected layer to adapt to different dataset-
s and insert a dropout layer before the fully-connected layer.
All images are resized to 224 × 224. We randomly shift im-
ages horizontally and vertically within 45 pixels and rotate
with 20 degrees. We set the batch size as 16. In the feature
extraction stage, we use the output of the average-pooling lay-
er of ResNet-50 as the feature. In the clustering stage, we use
k-means clustering and l2-normalization of features to com-
pute similarity. To keep the consistency with PUL [10], we
set the number of clusters k to 750 for Market-1501 and 700
for DukeMTMC-ReID. In the testing stage, we use the output
of the average-pooling layer of the trained ResNet-50 as the
feature and utilize cosine distance to measure the similarity.
For experiments, we use a PC with Intel-Xeon E5-2640 v3
2.6GHz CPU, 32GB RAM and Nvidia TITAN X 12GB.

We compare the performance of the proposed method
with those of Bow [14], LOMO [18], UMDL [12], PUL [10].
Table 1 provides performance comparison on Market-1501
in terms of cumulative matching scores at Rank1, Rank5
and Rank10. The proposed method performs better than
the other unsupervised ones. Rank 1 accuracy of the pro-
posed method reaches 44.86% in Rank1 performance. Table
2 shows performance comparison on DukeMTMC-ReID in
terms of cumulative matching scores at Rank1, Rank5 and
Rank10. Fig. 3 shows person retrieval results. Due to the
limited performance of unsupervised person ReID, persons
with similar clothing and body size cause wrong detection
as shown in the first and fourth rows. In the second and
fifth rows, it can be observed that the proposed method suc-
cessfully adapts to viewpoint change. Even if we have only
back information of persons, we get correct matching results
including other viewpoint images.
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Fig. 2. Cumulative match characteristic (CMC) curves. (a) Market-1501. (b) DukeMTMC-reID.

Fig. 3. Retrieval results. Left: Query. Right: Retrieval results from Rank1 to Rank10. Red boxes indicate correct matching
results.

4. CONCLUSION

In this paper, we have proposed unsupervised person ReI-
D using reliable and soft labels. We have updated ResNet
model using camera viewpoint-based unsupervised cluster-
ing. First, we have obtained reliable and soft labels by camer-
a viewpoint-based unsupervised clustering on person images.
Reliable labels are assigned to the selected images whose dis-
tance is close to the cluster centers, while soft labels are the

probability of the unselected images. Experimental results
demonstrate that the proposed method achieves Rank1 accu-
racy of 44.86% in Market-1501 and 32.84% in DukeMTMC-
ReID in terms of cosine distance as well as outperforms state-
of-the-arts for unsupervised person ReID. In the future, we
will combine discriminative loss (e.g. triplet loss or struc-
tured loss) with classification loss for network training to get
better features for person ReID.
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