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ABSTRACT

Confidence classifier is an integral component of an automatic
speech recognition (ASR) system. These classifiers predict the ac-
curacy of an ASR hypothesis by associating a confidence score in
[0,1] range, where larger score implies higher probability of the
hypothesis being correct. Confidence scores have significant ap-
plications in ASR system design, training data selection, model
adaptation, and other ASR applications. In this work we focus on
word embedding features to improve confidence classifier, and in-
troduce character and phone embeddings as confidence features. We
motivate these features in the context of representing and factorizing
acoustic scores along the proposed features. We evaluate our work
on large scale ASR tasks, and demonstrate significant improvement
in the confidence performance with the proposed features. At our
typical operating point, we report 8% relative reduction in false
alarm (FA) for limited vocabulary enUS Xbox task, and 9.9% rela-
tive reduction in FA for large vocabulary enUS server task. We also
conducted server experiments for our proposed features in combi-
nation with natural language Glove embeddings, and improved the
overall relative reduction in FA to 16%.

Index Terms— Confidence Classifier, Speech Recognition,
Deep Learning, Word Embedding

1. INTRODUCTION

Confidence classifier is an integral component of an automatic
speech recognition (ASR) system. Over past years, speech re-
searchers have made significant advances in the ASR accuracy. That
enabled the invention as well as large scale deployment of speech
services catering many practical applications. The advances in deep
learning [1, 2, 3, 4, 5] directly led to the creation of today’s digital
assistants in Cortana, Alexa, Google Home, and Siri. Although we
made significant progress in ASR, we realize that the ASR hypothe-
ses may have errors. In this context, confidence classifiers produce
a confidence score in the range [0,1] for an ASR hypothesis, where
higher score indicates larger probability of the hypothesis being
correct.

ASR confidences have numerous applications. Confidences
are key metrics that help speech applications better handle their
responses to possibly incorrect ASR hypothesis. Confidence clas-
sifier is important for push-to-talk devices like cell phone but is
especially critical for continuously listening devices like Xbox,
where the speech engine is always running in background. Thus
the ASR is listening to speech intended for it as well as unintended
speech in side-speech, background noise, and other ambient sounds.
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Fig. 1. Confidence classifier for speech application

There the ASR may produce in-grammar (IG) recognitions for unin-
tended or out-of-grammar (OOG) utterances. ASR systems leverage
confidence classifiers to detect incorrect recognitions and avoid a
system response. Confidences have also have been applied to other
speech applications [6, 7]. [8] applied confidences to guide the ASR
decoding. Confidences have been applied for downstream ASR
applications in arbitration and model adaptation in [9]. Calibra-
tion and normalization of confidence scores was done in [10, 11].
Confidences are also critical for data selection [12] and model com-
bination with ROVER [13].

We typically use a multilayer perceptron (MLP) or a deep learn-
ing model [14, 15] to train the confidence scores from a defined set
of features. Over the years a number of confidence features and
training methods have been developed for confidences [16]. [17]
conducts a broad survey of confidence techniques and applications.
Confidences can be computed for words [18] as well as utterances
[19]. Confidence features are computed from ASR lattices and N-
best in respectively [20] and [21]. A maximum entropy method was
proposed in [22], and a boosting method in [23].

Next we describe our confidence classifier framework with re-
spect to Xbox application in Fig. 1. Xbox supports diverse appli-
cations like skype, games, command and query, switching menu
etc., and provides high correct-accept (CA) at very low false-accepts
(FA). There confidence classifier framework constitutes an ASR en-
gine that decodes speech, and produces an hypothesis as well as a
set of features for consumption by confidence classifier. Speech ap-
plications consume these confidence scores and make a decision on
accepting the recognition events by comparing the score against a set
threshold. The confidence scores help mitigate unwarranted Xbox
response to background noise or TV sound etc.

Our current work focuses on developing new confidence fea-
tures; we motivate and present word embedding features to improve
confidence classifiers. Recently Glove [24] is a popular word em-
bedding technique that has been applied to many natural language
applications. Our work proposes word character and phone pro-
nunciation embeddings to specially represent and factorize acous-

ICASSP 2019



tic confidence features, and demonstrates significant improvements
on large scale tasks. The rest of our work is organized as follows:
we review our confidence classifier training and current confidence
features in Sec. 2, we introduce word embedding features and re-
lated motivation in Sec. 3. We present our experiments and results
in Sec. 4. Sec. 5 concludes this study.

2. REVIEW OF CONFIDENCE CLASSIFIER FEATURES
AND TRAINING

We refer to [25] for broader introduction to our confidence classi-
fier framework, features and training techniques. Confidence clas-
sification is essentially a binary classification problem [26] with the
2-classes in: (1) correct SR recognitions, (2) incorrect recognitions
that includes misrecognitions over IG utterances as well recognitions
from OOG utterances or background audio. The confidence features
typically include:

acoustic-model scores
background-model scores
silence-model and noise-model scores
language-model scores

duration features

ke e

Our baseline confidence system consists of 21 features that are ob-
tained from ASR lattices during decoding. We find acoustic scores to
be the most important for confidence performance. We obtain con-
fidence features from background, silence and noise model scores.
We compute a set of language model (LM) features to represent LM
score, perplexity and fanout. We also include duration-based fea-
tures to model speaking rate and absolute speech duration. We nor-
malize the features to be robust to speech with different duration and
intensity.

3. CHARACTER AND PHONE EMBEDDING

In this work we develop new confidence features to improve the con-
fidence performance. In current system, we obtain acoustic score
for individual words in an ASR hypothesis as an aggregation of
frame-level acoustic scores for the particular word. There stronger
acoustic score indicates greater match of the constituent speech
frames with the acoustic model, thus greater probability of the word
being correct. ASR systems use context-dependent tied-triphones,
i.e. senones, as states to represent the words. During decoding, we
find the best path along the states under language model constraints,
to predict the best hypothesis. Naturally the per-frame acoustic
score represents a match between the speech frame and the particu-
lar acoustic state. Note that the baseline confidence features include
duration that implicitly helps explain acoustic score from smaller
vs. longer words. Additionally, we conduct a number of normal-
ization of engine scores. Still the acoustic scores has a significant
dependency upon the underlying acoustic states. Next, we motivate
to better represent above dependency in terms of word embeddings.

3.1. Representing acoustic scores in terms of acoustic states

In Sec. 2 we noted that acoustic scores are typically the most im-
portant features for ASR confidence classifier. However, we also
highlighted a dependency between the acoustic scores and under-
lying ASR states. We reasoned that a confidence classifier assigns
higher confidence score to words with stronger acoustic scores but
aforesaid dependency implies that the aggregated acoustic scores
are insufficient at precisely representing the acoustic match without
representing the underlying acoustic states. Assuming a large scale
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Fig. 2. Acoustic score distribution for a few words. There lower
score indicates stronger match.

ASR task that consists of data across acoustic conditions, speakers,
and audio pipeline, we will see considerable variation in acoustic
scores for even correctly recognized words. We specifically repre-
sent the dependency between a few words and associated acoustic
scores in Fig. 2. There we plot a distribution of the acoustic score
for 3 words: “The”, “Play”, and, “Game”. The distribution was ob-
tained from words that were correctly recognized by ASR. Assum-
ing rest of the confidence features to be identical, above differences
in acoustic scores will impact confidence scores. We stated that the
confidence scores indicate the probability of the word being correct,
so different acoustic score distribution in Fig. 2 will lead to different
interpretation for “The” and “Play” words for any given confidence
score. Specifically the recognized word “The” at confidence, say
0.9, may have higher or lower probability of being correct than the
word “Play” at confidence 0.9. From above understanding, we pro-
pose word embedding features to represent and rationalize acoustic
score in acoustic states.

3.2. Word Character Embedding

Following the motivation in Sec. 3.1, we propose word character
embedding to represent and factorize acoustic scores. The character
embedding is simply a count of the alphabets in the language. For
enUS, we build a 26-dimensional character embedding. Referring
to Table. 1, the character embedding for “cortana” is a vector with
{2,1,1,1,1, 1} at respective locations for {‘a’, ‘c’, ‘n’, ‘0’, ‘r’, ‘t’}.
The rest of the vector elements are 0.

Above character embedding offers several advantages: (a) these
are smaller dimensional features, (b) they require almost no comput-
ing resource, (c) it’s easily computed on the fly, and doesn’t require
any memory or storage. We show a flowchart for our proposed con-
fidence work in Fig. 3. We build on the existing confidence mech-
anism, and extract baseline confidence features from ASR lattices
[25]. The specific word is the only requirement for character em-
bedding, so we embed a functionality in the lattice generation or lat-
tice post-processing steps to compute character embedding for the
words in ASR hypothesis. We realize that ASR systems essentially
model phones, and the character embedding is at best a good ap-
proximation. Furthermore, “Cortana” pronounced in different ways
will have identical character embeddings, despite different acoustic
scores. Given that, we motivate and propose phone embedding in
the next section.
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Fig. 3. Lattice-based and Word embedding Confidence features.

Table 1. Word Characters and Phone Pronunciation embedding ex-
amples.
Embedding Types

Embedding representation for
the word “cortana”
cortana
kaortaenax
kaortaanaa

Character embedding
Pronunciation embedding

3.3. Phone Pronunciation Embedding

An ASR system is essentially a match between the speech frames
and acoustic states under language model constraints. We use 9000
context-dependent triphones to represent acoustic states. We can
choose to build a 9000-dimensional vector to represent a count of
each of the triphones in a word but that’s significantly larger than 21
in our baseline confidence features, and will likely overfit the task.
It will also be difficult to train and maintain due to sparsity issues,
as only a few of the states will be non-zero in a word. We therefore
propose monophone units for word pronunciation embedding. We
illustrate the phone embedding with the “cortana” example in Ta-
ble. 1. Our enUS ASR model consists of 40 monophones, where we
use a hand-crafted dictionary to represent the words in monophone
units.

Phone embedding retains all the advantages of character embed-
ding we noted in Sec. 3.2. There we also noted an issue with identi-
cal character embedding for different pronunciations of a word. The
phone embeddings address that issues by allowing multiple pronun-
ciations for words in a dictionary. The computation for phone em-
bedding is similar to that for character embedding in Sec. 3, except
that the embedding units are phones. We compute embedding for
multiple pronunciations for a word as an average over the embed-
ding from individual pronunciations. This computation simply re-
quires the specific word and a monophone dictionary, that the ASR
decoding already has access to.

4. EXPERIMENTS AND RESULTS

We evaluate our work on real recorded spontaneous speech. We
present experiments on enUS limited vocabulary, Xbox task, as
well as large vocabulary server task. The Xbox IG data con-

Table 2. Mean squared error (MSE) improvements from Character
embeddings on Xbox task.

Items | Confidence Features Train MSE | Validation MSE
1 Character embedding 0.220 0.221
2 Acoustic Conf. features 0.218 0.216
3 2)+ (1) 0.199 0.199
4 All Conf. features 0.187 0.188
5 @)+ (1) 0.182 0.183

Table 3. Mean squared error (MSE) improvements from Phone Pro-
nunciation embeddings on Xbox task.

Confidence Features Train MSE | Validation MSE
Phone Pronunciation embedding (1) 0.211 0.213
Acoustic Conf. features + (1) 0.194 0.195
All Conf. features + (1) 0.174 0.175

sists of a variety of tasks in MarketPlace, Dashboard, and Take-
Home. We prepare OOG utterances from movie or meeting tasks.
We also simulate OOG data by decoding IG utterances against
a mismatched grammar. The Server task consists of data from
large scale applications in Mobile, Desktop, Bing search tasks.
We measure the performance of confidence classifier in terms of
mean squared error (MSE) on training and validation tasks, as

. __ #AllCorrects beyond a threshold
well as in terms of CA = FAlCorrects , and,

FA = #AWU ”C";Zcfl?sjg::i;thr”’wld, there # indicates count.
Our confidence training data consists of over 1000 hrs of speech for
Xbox as well as Server task. We refer to [25] for details on our task
and MLP-based confidence training.

We report MSE for our baseline and character embedding in Ta-
ble. 2 for Xbox task. We noted that acoustic confidence features are
typically the most significant for confidence performance. Table. 2
shows that the validation MSE for a confidence classifier trained
from just the character embedding (0.221), is competitive with the
classifier trained from purely the acoustic features (0.216). We also
note that the combination of acoustic and character embedding im-
proves the MSE to 0.199. Furthermore, integrating the embedding
with all the baseline features improves the MSE from 0.188 to 0.183.
We report similar results for phone embedding in Table. 3. The val-
idation MSE for phone embedding is 0.213, and is stronger than
0.221 for character embedding in Table. 2. Furthermore, including
phone embedding improves the baseline validation MSE from 0.188
to 0.175.

We also conducted an analysis on the overall confidence fea-
tures, and report some higher ranking embedding features in Ta-
ble. 4. Some of the baseline confidence features ranked higher than
the embedding features but the ranking among the embedding fea-
tures shows that the vowel sounds received higher importance than
the consonant sounds. This result is very insightful and can lead to
new embedding features for greater focus on vowels.

Next, we report confidence performance in CA and FA charts.
Fig. 4 demonstrates the improvements from character and phone em-
bedding for Xbox task. We see significant improvement in CA with
the embedding features at all FA levels. At a typical operating point
with CA=90%, we lower FA from 16.37% for baseline classifier to
16% with including character embedding, and 15.05% with phone
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Table 4. Higher ranked embedding features.
Embeddings Highly ranking features (in order)
Character embedding u,0,i,e,a
Pronunciation embedding eh, ey, iy, ay, ax
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Fig. 4. Confidence performance for enUS Xbox task.

embedding. That leads to respectively 2.2% and 8% relative reduc-
tion in FA for character and phone embedding systems. Many of our
systems use a variety of operating points, so the broad improvement
from both the embedding techniques are very valuable.

We report confidence performance for enUS server tasks in
Fig. 5 for the baseline and the embedding techniques we developed.
As expected the FAs are even more challenging for large-vocabulary
server tasks than Xbox tasks. At CA=75%, the character embedding
lowers the FA for baseline from 8.25% to 7.53%. Phone embed-
ding lowers FA to 7.43%, thus 9.9% relatively reduction in FA. At
a broader level, the character and phone embeddings have similar
confidence performance, with character emedding being better for
lower FA targets.

We also conducted experiments with Glove [24] word embed-
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Fig. 5. Confidence performance for enUS Server task.
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Fig. 6. Confidence performance for enUS Server task in the context
of Glove embedding.

dings developed for natural language processing tasks. Glove em-
beddings encode contextual word information; that’s distinct from
the focus of the character and phone embeddings we developed, so
we expect additional gains with combining these embeddings. Fig. 6
shows that the confidence performance for the Glove and character
embeddings are competitive. We note that at CA=75%, the FA is re-
spectively 8.25%, 7.53%, 7.26%, 6.92% for baseline, with character
embedding, with Glove, and with character as well as Glove embed-
ding. This leads to an overall 8.7% and 16.1% relative reduction
in FA with just the character embedding, and character along with
Glove embedding, respectively. Along with Glove, we also experi-
mented with Facebook’s FastText [27] embedding but found superior
results with Glove, and used that in our study.

5. CONCLUSION

We develop new word embedding features and apply that to im-
prove confidence classifier. We build our work from the observa-
tion that the acoustic scores are typically the most important fea-
tures for confidences but they have a strong dependency upon the
underlying acoustic states. We develop word embedding features
to specifically factorize above dependency and provide basis for the
confidence model to learn and improve the overall confidence per-
formance. We propose word characters and phone pronunciations
embeddings. Interestingly, we also found that the higher ranking
embedding features corresponded to vowel sounds. We applied our
work to limited vocabulary as well as large vocabulary tasks. At
our confidence operating point, character embedding provided 2.2%
and 8.7% relative reduction in FA for Xbox task and server task, re-
spectively. On those tasks, the phone embedding showed 8% and
9.9% relative reduction. We also expanded our server experiments
to use Glove embedding, and demonstrated an overall 16% relative
reduction in FA with character embedding combined with Glove em-
bedding.
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