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ABSTRACT

In this paper, we propose a block-online multi-channel speech
enhancement technique which simultaneously optimizes time-
frequency masks and forgetting factors for estimation of multi-
channel covariance matrices of the desired speech signal and the
noise signal so as to maximize speech enhancement performance
under the condition that environmental changes occur. The proposed
method reduces the noise signal by using a multi-channel Wiener
filter (MWF) which is generated by the covariance matrices with the
estimated forgetting factors and the estimated time-frequency masks
which are outputs of the proposed neural network. The proposed
method learns all the parameters of the proposed neural network
so as to maximize the speech enhancement performance. Three
types of the input features for the forgetting factors adaptation are
proposed. The first one is the magnitude spectral of the microphone
input signal. The second one is the MWF output with the previous-
block filter that is adapted in the previous block. The third one
is the inner product between the microphone input signal and the
estimated covariance matrices in the previous block. Experimental
results show that the proposed method can reduce noise signal more
accurately than the conventional equally weight sample averaging.

Index Terms— Deep Learning, block online speech enhance-
ment, multi-channel Wiener filtering, forgetting factor adaptation,
time-frequency mask estimation

1. INTRODUCTION

Microphone input signal is typically contaminated by background
noise signal, which is a cause for degradation of speech quality in
human listening devices and degradation of automatic speech recog-
nition accuracy. Therefore, previously, many noise reduction tech-
niques have been studied for extracting only desired speech signal
from microphone input signal [1]. Noise reduction techniques can be
categorized into two categories, i.e., 1) offline techniques which out-
puts noise reduced signal after that whole speech signal is recorded
and 2) online techniques which outputs noise reduced signal time-
by-time. For human-listening purpose or automatic speech recogni-
tion systems which is needed to output recognition results on the fly,
it is highly needed to output the noise reduced signal with minimum
time-delay, so online noise reduction techniques are highly needed.

Single-channel noise reduction techniques [2] have been widely
studied as online stationary noise reduction techniques. Time-
frequency power spectral of a speech source is estimated by mul-
tiplying estimated Signal-to-Noise Ratio (SNR) with microphone
input signal power. One SNR estimation method is the decision
directed (DD) approach [3]. A posteriori SNR and a priori SNR
are alternately updated with the estimated noise power in the DD
approach. The noise power is adaptively estimated under the as-
sumption that the noise signal is stationary, e.g., minima controlled

recursive averaging (MCRA) approaches [4]. Therefore, when the
noise signal is non-stationary, it is highly difficult to reduce the
noise signal by the conventional single-channel noise reduction
techniques.

Multi-channel noise reduction techniques [1], e.g., minimum
variance distortion-less response (MVDR) beamformer [5] can re-
duce non-stationary noise signal by controlling spatial directivity.
MVDR beamformers do not utilize temporal characteristics of the
desired speech signal and the noise signal. Recently, local Gaussian
modeling (LGM) based multi-channel Wiener filtering (MWF) have
been also actively studied [6], which can be regarded as a combina-
tion of a MVDR beamformer and a single-channel noise reduction.
The MWF techniques calculate SNR of the microphone input signal
by estimating a speech source activity at each time-frequency point
so as to perform single-channel noise reduction. Multi-channel noise
reduction techniques require for the second order statistics of the de-
sired speech signal and the noise signal. There are online extensions
of time-varying MWF techniques [7, 8], which estimates the second
order statistics with forgetting factors in an online manner. Typically,
the forgetting factors have been defined empirically. However, it is
difficult to configure the forgetting factors so as to fit any acoustic
conditions, and the predefined forgetting factors cannot track sud-
den acoustic enviromental changes.

Recently, neural network based mask estimation (NNME) ap-
proaches have been applied for MVDR adaptation [9, 10, 11, 12, 13].
Similar to conventional time-frequency masking based MVDR tech-
niques [14, 15, 16, 17, 18], NNME approaches estimate the second
order statistics with time-frequency masking. An online estimation
technique of the second order statistics with time-frequency masking
is proposed in [11]. However, only mask estimation is done in this
method. The forgetting factors do not utilize in this method. Old
samples and new samples equally affect the estimated covariance
matrices. This leads to slow tracking speed for acoustic environmen-
tal changes. Especially, when a speech enhancement technique is
applied for human listening devices, it is inevitable to forget the past
acoustic information, because microphone input signal is recorded
continuously. Therefore, how to configure the forgetting factors is
an important issue in speech enhancement techniques.

In this paper, we propose a block-online multi-channel speech
enhancement technique, which estimates forgetting factors adap-
tively with a neural network depending on the microphone input
signal. The proposed method also estimates a time-frequency mask
which is utilized for multi-channel covariance matrices estimation
in the same neural network. Unlike the conventional methods that
estimates the parameters of the neural network for a time-frequency
mask estimation so as to minimize the estimation error of the time-
frequency mask, the proposed method learns all the parameters of
the neural network so as to maximize the speech enhancement per-
formance. Experimental results show that the proposed method can
reduce noise signal more accurately than the conventional equally
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weight sample averaging.

2. PROBLEM STATEMENT

2.1. Input signal model

Multi-channel microphone input signal in the time-frequency do-
main, xl,k ∈ CNm ( l is the frame index, k is the frequency index,
and Nm is the number of the microphones), is defined as follows:

xl,k = sl,k + nl,k, (1)

where sl,k is the desired speech signal and nl,k is the noise sig-
nal. The purpose of speech enhancement is to extract the desired
signal sl,k from the observed microphone input signal xl,k. In the
block-online speech enhancement, Xb = {x}l=bLb···bLb+Lb−1,k is
assumed to be given, where b is the block index and Lb is the frame
length of each block. From Xb, parameters which is needed for
speech enhancement are adapted.

2.2. Multi-channel spatial filtering

There are several multi-channel spatial filtering techniques which
extracts sl,k from the microphone input signal xl,k. In the multi-
channel spatial filtering framework, the desired speech signal is es-
timated as follows:

yout,l,k = Wl,kxl,k, (2)

where Wl,k is a Nm × Nm separation matrix. As an adaptation
technique of the separation matrix Wl,k, the multi-channel Wiener
filtering (MWF) is one of commonly utilized techniques. The MWF
technique adapts Wl,k so as to minimize a mean square error be-
tween yout,l,k and sl,k under the assumption that sl,k and nl,k are
uncorrelated as follows:

Wl,k = Rs,l,k(Rs,l,k +Rn,l,k)
−1, (3)

where Rs,l,k is the covariance matrix of the desired speech signal
and Rn,l,k is the covariance matrix of the noise signal. Therefore,
after the covariance matrices of the desired speech signal and the
noise signal are estimated, we can obtain the multi-channel Wiener
filter based on Eq. 3. The two covariance matrices are defined as
follows:

Rs,l,k = E[sl,ks
H
l,k], (4)

Rn,l,k = E[nl,kn
H
l,k], (5)

where H is the Hermite transpose operator of a matrix/vector and E
is the operator of mathematical expectation. An easy way to estimate
the covariance matrices is to approximate the covariance matrices by
the averaged sample covariance matrices as follows:

Rs,l,k ≈ 1

Ll

∑
τ

sl−τ,ks
H
l−τ,k, (6)

Rn,l,k ≈ 1

Ll

∑
τ

nl−τ,kn
H
l−τ,k, (7)

where Ll is the length of the averaged frames. The sample covari-
ance matrices estimated by Eq. 6 and Eq. 7 equally weighs each time
sample. However, equally weight sample averaging is not appropri-
ate for tracking environmental change, because old samples before
the environmental change will affect estimation of the covariance
matrices to the same extent as new samples after the environmen-
tal change. Another problem is how to estimate the desired speech
signal, sl,k and the noise signal, nl,k, because we can observe only
noisy microphone input signal xl,k.

2.3. Covariance matrix estimation based on time-frequency
mask

In time-frequency mask based methods [14, 15, 16, 9, 11], prior to
estimation of the desired covariance matrix and the noise covariance
matrix, sl,k and nl,k are estimated by using time-frequency masks
as follows:

ŝl,k = Ms,l,kxl,k, (8)

n̂l,k = Mn,l,kxl,k, (9)

where Ms,l,k and Mn,l,k are the time frequency masks. ŝl,k and
n̂l,k are roughly estimated under the assumption that there is only
one speech source at each time-frequency point. By using estimated
ŝl,k and n̂l,k as alternatives of sl,k and nl,k in Eq. 6 and Eq. 7, the
covariance matrices, Rs,l,k and Rn,l,k, can be estimated.

One way to increase the tracking speed for environmental
changes is to estimate the sample covariance matrices with ex-
ponentially decay weights. In the conventional methods [15, 16],
the sample covariance matrices with exponentially decay weights
are estimated with forgetting factors and time-frequency masks in a
block-online way as follows:

Rs,b,k = αsRs,b−1,k +
1− αs

Lb

∑
l=bLb···bLb+Lb−1

Ms,l,kxl,kx
H
l,k,

(10)

Rn,b,k = αnRn,b−1,k+
1− αn

Lb

∑
l=bLb···bLb+Lb−1

Mn,l,kxl,kx
H
l,k,

(11)
where Rs,b,k and Rs,n,k are the covariance matrices estimated in
the bth block and αs and αn are the forgetting factors. The forgetting
factors control tracking speed for environmental changes. When the
environmental changes occur suddenly, α should be a small value.
On the other hand, when acoustic environments are close to be sta-
tionary, α should be a big value. Therefore, fixed forgetting fac-
tors are not appropriate for the environments in which environmental
changes occur, and adaptive forgetting factors are required so as to
track acoustic environmental changes.

3. PROPOSED METHOD

3.1. Overview

Instead of fixed-valued forgetting factors, the forgetting factors are
estimated adaptively in the proposed method. The block diagram
of the proposed method is shown in Fig. 1. The adaptive forgetting
factors are estimated via a neural network at each time-frequency
point. The time-frequency mask are also estimated via a neural net-
work at each time-frequency point. Instead of the conventional time-
frequency mask estimation method that minimizes the mask estima-
tion error [9, 11], the proposed method estimates both the time fre-
quency masks and the forgetting factors jointly under the same cost
function so as to maximize speech enhancement performance.

3.2. Time-frequency mask and forgetting factors estimation

The proposed method estimates the time-frequency mask of the de-
sired speech source and the noise signal, Ms,l,k and Mn,l,k by using
multiple dense layers with batch normalization and dropout (train-
ing phase only). The magnitude spectral of the microphone input
signal is utilized as the input feature. The forgetting factors are also
adapted based on multiple dense layers with batch normalization and
dropout (training phase only). The proposed method utilizes three
types of input features, fb. The first one is the magnitude spectral of
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Fig. 1. Block diagram of proposed method

the microphone input signal which is the same input feature as the
time-frequency mask. The second one is the magnitude spectral of
the output signal of speech enhancement, ypre,l,k, which is obtained
by the MWF adapted in the previous block as follows:

ypre,l,k = Wb−1,kxl,k, (12)

where Wb−1,k is the MWF that is estimated from the covariance
matrices Rs,b−1,k and Rn,b−1,k that is estimated in the previous
block. The second feature reflects the amount of the acoustical en-
vironmental change between the b − 1th block and the bth block,
because when the environmental changes occur, the amount of the
noise or the amount of speech distortion in ypre,l,k will increase.

The third one is the inner product between the previous covari-
ance matrices and the microphone input signal, Ps,b,k and Pn,b,k,
which is defined as follows:

Ps,l,k = xl,kRs,b−1,kxl,k, (13)

Pn,l,k = xl,kRn,b−1,kxl,k. (14)

A covariance matrix contains the acoustical spatial information.
Therefore, Ps,b,k and Pn,b,k can be interpreted as the amount of
the environmental change such as the change of the desired source
location, the change of the noise source location.

The forgetting factors αs,l,k and αn,l,k are estimated via a neu-
ral network with one of the three input features. After estimating the
forgetting factors for each frame, αs,l,k and αn,l,k are averaged in
the bth block, and the averaged forgetting factors αs,b,k and αn,b,k

are used for the covariance matrices adaptation.

3.3. Parameter learning in an end-to-end manner

All the parameters in the proposed method are learned so as to mini-
mize the distance between the estimated speech source signal and the

target speech source signal. The loss function based on the weight-
ing average of the signal-to-distortion ratio (SDR) and the signal-to-
interference ratio (SIR) is defined as follows:

Qθ = − β

K

∑
k

log SDRθ(yout,l,k, sl,k)

− 1− β

K

∑
k

log SIRθ(yout,l,k,nout,l,k), (15)

where nout,l,k is the noise signal contained in the output signal , θ
is the parameter of the proposed neural network, SDR is the SDR of
the output signal , and SIR is the SIR of the output signal. SDR and
SIR at each frequency bin is defined as follows:

SDRθ(yout,l,k, sl,k) =

∑
l∥sl,k∥2∑

l∥sl,k − yout,l,k∥2
, (16)

SIRθ(yout,l,k, sl,k) =

∑
l∥yout,l,k∥2∑
l∥nout,l,k∥2

. (17)

The proposed method utilizes β = 0.5.

4. EVALUATION

Table 1. Evaluation results with CHiME-3 dataset: SDR (dB) and
SIR (dB)

Training Development
Approaches SDR (dB) SIR (dB) SDR (dB) SIR (dB)

(a) 13.65 16.20 12.97 14.02
(b) 18.15 18.73 15.78 15.71
(c) 17.93 18.69 16.07 15.88
(d) 16.71 17.67 14.77 15.06

4.1. Experimental setup

The proposed method evaluated by using CHiME-3 dataset [19].
CHiME-3 dataset consists of recording speech signal in four noisy
areas, i.e., a bus, cafe, pedestrian, and street junction area. In the
training phase, 7138 simulated noisy data is utilized. The best pa-
rameter of the neural network is selected based on the averaged loss
value of 1640 simulated development data. Adam optimizer (learn-
ing rate was 0.001) was utilized. The number of the epochs was set
to 25. Early stopping based on the averaged loss of the development
data was also utilized, and patience was set to 5. The sampling rate
was 16000Hz. The number of the microphones Nm was 6. The
microphone input signal was converted into time-frequency domain
via a short-term Fourier transform. Frame size was set to 1024 pt.
Frame shift was set to 512 pt. Hanning window was utilized. The
SIR and SDR (dB) were evaluated for the training dataset and the
development dataset. The number of the frame length in each block
Lb was set to 5. Back propagation was performed for each block
separately. The mini-batch size was set to 100.

4.2. Neural network architecture

4.2.1. Time-frequency mask estimation

The neural network for time-frequency mask estimation consists of
two layers. The first dense layer has 513 input units and 1024 output
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units with a ReLU function. The second dense layer has 1024 input
units and 1024 output units with a Sigmoid function. In each dense
layer, batch normalization is performed for the input feature. The
first dense layer performs dropout (Probability was 0.5).

4.2.2. Forgetting factor estimation

The neural network for forgetting factor estimation consists of two
layers. The number of the input units in the first dense layer is de-
pending on the input feature. The first dense layer has 513 or 1026
units and 1024 output units with a ReLU function. The second dense
layer has 1024 input units and 1024 output units with a Sigmoid
function. In each dense layer, batch normalization is performed for
the input feature. The first dense layer performs dropout (Probability
was 0.5).

4.3. Comparative methods

We compared the following four methods:

• (a) Equally weight sample averaging: Similar to the con-
ventional method [11], the covariance matrices at each block
are estimated by using the equally weight sample averaging,
Eq. 6 and Eq. 7.

• (b) Forgetting factors adaptation (Input): Forgetting fac-
tors are adapted by the proposed method. The magnitude
spectral of the microphone input signal is utilized as the input
feature of the neural network for forgetting factors adaptation.

• (c) Forgetting factors adaptation (Output): Forgetting fac-
tors are adapted by the proposed method. The magnitude
spectral of the output enhanced speech signal by the MWF
filter adapted in the previous block (Eq. 12) is utilized as the
input feature.

• (d) Forgetting factors adaptation (Inner product): Forget-
ting factors are adapted by the proposed method. The inner
products between the previous covariance matrices and the
current microphone input signal (Eq. 13 and Eq. 14) are uti-
lized as the input feature.

4.4. Experimental results

The experimental result is shown in Table 1. It is shown that the pro-
posed method with the adaptive forgetting factors outperformed the
Equally weight sample averaging. The input feature for the adap-
tive forgetting factors based on the magnitude spectral of the micro-
phone input signal was the best for the training dataset. However, for
the development dataset, the magnitude spectral of the MWF output
with the previous MWF filter was the best. This means that there
was a little bit over-fitting for the training dataset in the ”Forgetting
factors adaptation (Input)”, and the magnitude spectral of the MWF
output with the previous MWF filter that reflects the amount of the
environmental change from the previous block to the current block is
effective so as to control the tracking speed. Samples of output spec-
trograms are shown in Fig. 4.4. The output signal of the BeamformIt
toolkit [20] is also shown. The area was set to ”bus”. It is shown that
the proposed method can reduce more noise than BeamformIt and
equally weight sample averaging.

5. CONCLUSION

In this paper, we proposed a block-online speech enhancement tech-
nique, which can estimate forgetting factors and time-frequency

(1) (2)

(3) (4)

(5) (6)

Fig. 2. Examples of spectrogram: (1) Microphone input signal, (2)
BeamFormIT, (3) Equally weight sample averaging, (4) Forgetting
factors adaptation (Input), (5) Forgetting factors adaptation (Output),
(6) Forgetting factors adaptation (Inner product)

masks based on a neural network. The proposed method estimates
forgetting factors and time-frequency masks jointly based on the
same loss function so as to maximize the speech enhancement per-
formance. Three types of the input features for adaptation of the
forgetting factors have been proposed. Experimental results show
that the proposed method outperformed the conventional equally
weight sample averaging based method from the speech enhance-
ment perspective. Furthermore, it was shown that the input feature
for adaptation of the forgetting factors based on the spatial filtering
results by using the filter obtained at the previous block achieved the
best performance.
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